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ABSTRACT 
Epilepsy is a brain disorder that causes people to have 
recurring seizures. The ability to predict epileptic seizures not 
only would enable the use of novel approaches to seizure 
control but also can impressively improve the quality of the 
patients' lives. As the electrical events that produce the 
symptoms occur in the brain, analyzing the 
Electroencephalogram (EEG) of the patient guides to identify 
characterized modifications of the brain activities that precede 
a seizure. In this study a neuro fuzzy model is utilized to 
predict the EEG signal. Then this method is improved using 
multi channel prediction. Multi channel prediction is using 
several channels as predictors in the predicting system. 
Predictor signals must be the most relevant ones to predict the 
target signal. This means they should contain the most amount 
of information about the target. In order to find such 
predictors, a novel strategy of selection is presented in this 
paper which utilizes the nonlinear dynamics of the EEG 
signal. Also, the power of our selection method and the 
influence of multi channel prediction are evaluated by 
comparing the results of multi channel and single channel 
predictions. 
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1. INTRODUCTION 
Epilepsy is a widespread neurological disease characterized 
by the unexpected occurrence of seizures. According to the 
seizure statistics of Epilepsy Foundation of America, 200,000 
new cases of epilepsy are diagnosed each year and 10 percent 
of new patients fail to gain control of seizures despite optimal 
medical managements. Being able to predict the coming 
seizure can impressively improve the quality of the patients' 
lives since they can be warned to avoid doing risky activities 
via a prediction system. As the electrical events that produce 
the symptoms occur in the brain, analyzing the 
Electroencephalogram (EEG) of the patients guides to identify 
characterized modifications of the brain activities that precede 
a seizure. Thus, EEG signal analysis has been proposed for 
early warning of the epileptic seizure. 
 
In order to analyze the EEG signal, several analysis 
techniques have been examined before, such as neural and 
neuro fuzzy models [1]. Such models as general function 
approximators [2] have performed well in the prediction of 
nonlinear and chaotic time series [3, 4]. The use of neural 
networks in engineering applications has increased 
dramatically over the last few years. Computational neural 

networks offer exciting advantages, such as learning, 
adaptation, fault- tolerance, parallelism and generalization [5] 
while fuzzy logic performs an inference mechanism under 
cognitive uncertainty [6]. To enable a system to deal with 
cognitive uncertainties in a manner more like humans, one 
may incorporate the concept of fuzzy logic into neural 
networks. The resulting hybrid system is called neuro fuzzy 
network. In hybrid form they i.e. fuzzy logic and neural 
networks, can provide a perfect platform to take into account 
changing knowledge [7]. 
 
Since there is usually a significant change in statistical 
properties of EEG signal [8, 9], especially before and during 
the seizures, we attempt to investigate the predicting ability of 
neuro fuzzy models in different states of the EEG signal. 
Normally, epileptic EEG signals contain normal state and 
abnormal state which is related to the epileptic seizures. 
However, in some cases, pre-seizure state can be found via 
applying an unsupervised fuzzy clustering algorithm to the 
EEG signal [10]. The initial objective of this paper is to 
illustrate the changes in neuro fuzzy models ability of 
predicting EEG signals during mentioned states.  
 
As our second and main objective we use information fusion 
in order to improve the mentioned model's EEG signal 
prediction accuracy. As it will be described, this goal is 
obtained by multi-channel prediction of the signal. The main 
challenge in multi-channel prediction is selecting the channels 
which their signals should be used to construct the predictor. 
 
In the field of EEG analysis the search for the hidden 
information predictive of an impending seizure has a long 
history. Nonlinear time series analysis techniques [11] have 
been developed to analyze and characterize apparently 
irregular behavior distinctive feature of the EEG. These 
techniques mainly involve estimates of an effective 
correlation dimension, entropy related measures, Lyapunov 
exponents, measures for determinism, similarity, 
interdependencies, recurrence quantification as well as tests 
for nonlinearity. Applying such nonlinear methods such as 
Mutual Information (MI) [12] concept may be useful to find 
the most relevant channels for multi-channel prediction of the 
EEG signal since it directly leads us to the channels which 
contain higher amount of information about the signal to be 
predicted. As more information means more predicting 
ability, we can get the best predictor channels through this 
method. Multi-channel prediction of EEG is then studied in 
different states of the signal in order to illustrate its influence 
on neuro fuzzy prediction in each state. 
This paper is organized as follows: Section 2 illustrates the 
neuro fuzzy model used for prediction in our experiment. In 
Section 3, we describe the MI concept briefly and then present 



our channel selection algorithm. Finally, Section 4 discusses 
the experimental results.  
 
2. PREDICTION: LOLIMOT 
The fundamental technique of locally linear neuro fuzzy 
model is dividing the input space into small subspaces with 
fuzzy validity functions. Each produced linear part with its 
validity function can be described as a fuzzy neuron. Thus, 
the whole model is a neuro fuzzy network with one hidden 
layer and a linear neuron in the output layer which simply 
calculates the weighted sum of the outputs of locally linear 
models [13]. 
 
The tree based methods of training neuro fuzzy networks are 
appropriate for their simplicity and intuitive constructive 
algorithm [13]. The Local Linear Model Tree (LoLiMoT) can 
be considered as a type of Takagi-Sugeno-Kang neuro fuzzy 
algorithm, which has proven efficient compared to other 
neuro fuzzy networks in learning nonlinear systems [3, 4, and 
13]. LoLiMoT projects a piecewise linear model for which 
each linear model is welded by a nonlinear function. In other 
words, LoLiMoT divides the input space into local linear 
models which has a higher performance and needs lower 
neuron count compared to normal neural networks [14]. 
Partitioning of the input space is done via axis-orthogonal 
splits [2].  
 
Generally, this incremental tree-construction algorithm 
consists of following iterative steps. The algorithm is initiated 
with a Locally Linear Model (LLM) with only one neuron. In 
the second step, the model with the maximum error value is 
selected for space division. All the divisions of this LLM on 
input space are constructed and checked. Finally, the best 
division (with the least estimation error) for the new neuron 
must be added [13]. Four iterations of LoLiMoT algorithm are 
illustrated in Fig. 1. 
 

 
Figure 1.  Four iterations of LoLiMoT  

 
3. MULTI-CHANNEL PREDICTION 
We use this concept for several channels as the model 
predictors. Accordingly, multi-channel prediction may lead to 
more accurate prediction as we have adequate number of 
input data for obtaining convincing output. It should be 
considered that fusion provides a large amount of information, 
full of redundancies, which should be removed. In other 
words, we should select useful information from the 
information provided by fusion. This can be performed by 
selecting most promising input signals and their lagged values 
among those available. 
 

3.1. Channel Selection  
Normally, several channels are used to collect the EEG data 
from a patient. Thus there are various signals to fuse. In such 
a case, providing sufficient information and also avoiding 
redundancy, is a point that should be considered. This may 
concern two different approaches, i.e. linear and nonlinear, 
toward selecting channels as predictors. According to [15], 
applying a linear analysis, i.e. Correlation analysis, on EEG 
signals is not competent to describe the relations between 
channels as predictors. Thus, a nonlinear approach is used in 
order to reveal the special features of some EEG channels 
which are more trustworthy predictors. In other words, an 
information theoretic criterion, via utilizing the Mutual 
Information, is used to select a reliable subset of input 
variables with the richest information about the output that 
requires having a reliable prediction.  
 
Nonlinear time series analysis techniques [11] have been 
developed to analyze and characterize apparently irregular 
behavior, a distinctive feature, of the EEG. These techniques 
mainly involve estimation of an effective correlation 
dimension, entropy related measures, Lyapunov exponent, 
measures for determinism, similarity, interdependencies, 
recurrence quantification as well as tests for nonlinearity. 
During the last decade, a variety of these analyzing techniques 
have repeatedly been applied to EEG records during 
physiological and pathological conditions and is shown to 
offer new information about complex brain dynamics. 
Nevertheless, nonlinear approaches to the analysis of the brain 
system have generated new clinical measures as well as new 
ways of interpreting brain electrical function, particularly with 
regard to epileptic brain states. 
 
3.2. Mutual Information 
In probability theory, especially in the information theory, MI 
can be used for evaluating the nonlinear dependencies 
between random variables. Indeed, the MI value between two 
random variables, such as X and Y, can be considered as a 
measure of amount of knowledge on Y provided by X (or 
conversely on the amount of knowledge on X provided by Y). 
The MI of two random variables X and Y is defined as: 
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Where H(X) and H(Y) are the entropies of X and Y, and 
H(X|Y) is the conditional entropy, and H(X;Y) is the joint 
entropy of X and Y. 
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3.3. Selection Algorithm 
In this section a new algorithm for channel selection using 
mutual information is presented. In the process of selecting 
channels, we would like to reduce the number of selected 
channels by excluding irrelevant or redundant channels 
among all EEG recording channels. This technique is very 
similar to what Battiti named as a “feature reduction” problem 
[16]: 



Given an initial set of n features, find the subset 
with k < n features that is “maximally 
informative” about the class. 

 
From the information theory, mutual information between two 
random variables measures the amount of common 
information contained in these variables [17]. The problem of 
selecting predictor channels (signals) with a high amount of 
information about the channel whose signal is to be predicted 
(target) can be solved by computing the mutual information 
between predictor channels and target channel. If the mutual 
information between these signals could be exactly obtained, 
the above problem could be reformulated as follows: 
 

Given an initial set F of all channels, find the subset 
S c F that minimizes H(C|S), i.e., that maximizes 
the mutual information  I(C; S). 
 

Here C is the target signal. 
 
The major deficiency of this strategy is that the result would 
be a set of selected predictors which contain high degree of 
redundancy. Since the MI between each of them and the target 
is high, it is very probable that we chose very similar signals, 
i.e. they have a lot in common. In order to solve this difficulty 
our algorithm selects the channels with the most amount of 
information about the target but with the least information 
about each other, i.e. the MI value between the predictors is 
low. 
 
Here our strategy of selecting initial channel is ‘generate and 
test’ strategy. Initially, for each channel f and target channel 
C, H(C|f) is computed. Then channel with the most H value is 
selected as the first channel. As a matter of course, this is 
optimal and it is feasible as the number of channels is limited.  
 
From now on, we try to find a channel say fj which maximizes 
the statement below: 
 
I(C|fj) – Σ I(fj|S)                                                     (3) 

 
S is the set of channels which are already selected. Table 1 
briefly illustrates our strategy of selection. 
 
Table1. Algorithm Of selection. 
1. (Initialization) set F← all channels, S← empty. 
2. (Computation of MI with the target) ݂׊ א   ,ܨ
Compute I (C; f). 
3. (Selection of the first channel) finding the channels that 
maximizes I(C; f), omit f from F and add it to S. 
4. (Greedy selection) repeat until desired number of channels 
are selected. 
    4.1. (Compute the joint MI between variables) 
݂׊     א  .Compute I (C; f) and I (f; S) ,ܨ
    4.2. (Selection of the next channel) choose the channel 

 ݂ א         .that maximizes I (C; f) and minimizes I (f; S), i.e ,ܨ
Maximize I(C; f) - β ∑ ;ሺ݂ܫ  ሻ.Omit f from F and add it toܨ
S. 

5. Output the set S containing the selected channels. 
 
Here β is a redundancy variable which is used to consider the 
redundancy between selected predictors. If β = 0, mutual 
information between predictors is not taken into consideration 
and the algorithm selects the channels in the order of the 
mutual information between predictors and the target signal, 
so the redundancy between predictors is never reflected. As β 
grows, the mutual information values between predictor 
channels influence the selection procedure much and the 

redundancy is reduced. But in the case of too large β, the 
algorithm only considers the relation between predictors and 
cannot reflect the predictor-target relation. 
 
4. EXPERIMENT AND THE RESULT 
Currently, Freiburg University presented a unique EEG 
database with long-term recordings in the Third International 
Workshop on Epileptic Seizure Prediction. This set of EEG 
data contains signals recorded using surface electrodes 
(channels) from three patients during 36 hours. Different 
number of channels (60, 44 and 22) is used in order to record 
the data from the patients. The data is sampled at a rate of 512 
Hz. 100 second of the signals recorded by 44 channels 
including normal, pre-seizure, and seizure  state and related to 
the patient number two is used in this study. 
 
The data is first divided into three segments. The first segment 
contains normal EEG signal, the second one is related to the 
pre-seizure state and the last one only includes seizure state. 
Here the neuro fuzzy model described before is applied to 
predict the EEG signal in three different segments of the 
signal, and then the mentioned algorithm is applied to each 
segment of the signal separately in order to select the channels 
for multi channel prediction. The influence of multi channel 
prediction on prediction accuracy is then studied in each part. 
 
In the first phase of our experiment, a neuro-fuzzy network 
with LoLiMoT learning algorithm is applied to predict the 
time series. The hidden layer contains three neurons which 
obtained by trial and error. Initially, a number is chosen for 
the amount of neurons and then the optimized amount will be 
defined by comparing the diagrams of training error and 
testing error. If the error of testing increases, while the 
training error is decreasing, the number of neurons should be 
reduced in order to avoid over fitting. Also the Root Mean 
Square Error (RMSE) is considered as a standard index to 
compare the accuracy of predictions.  
 
For single channel prediction, we used the lagged values of 
the signal to predict its own future values. The result of single 
channel prediction of channel number three is illustrated in 
the second column of figure 3. As it is shown in the first row, 
the amplitude of the signal is not very high in the normal 
segment. In pre-seizure segment which is shown in second 
row, the amplitude grows in comparison with the normal 
segment, however a quasi-periodic behavior can be observed. 
Therefore, predicting the signal is possible in relatively longer 
horizons for this segment. The third row shows the seizure 
segment which contains higher amplitude and the signal 
behavior seems to be quasi-periodic. 
 
In our next experiment we predicted each segment by means 
of three different channels in order to improve the prediction 
accuracy. In this part our goal is to define the three most 
efficient channels as predictors. Here the number of channels 
to be fused is chosen to be three confirming that fusing only a 
few numbers of channels can improve the result of the 
prediction considerably and also avoids the redundancy 
caused by existing additional channels in predictors set.  In 
order to choose the predictor signals, our method of selecting 
channels is applied. The first step is to estimate the MI values 
between signals. In this part one of the recent estimators based 
on entropy and estimated from the k-nearest neighbor 
statistics [18], estimates the MI value between two random 
variables of any dimensional space. The basic idea is to 
estimate entropy from the average distance to the k-nearest 
neighbors (over all spans of data).  



 
(a) 

 
(b) 

 
(c) 

Figure2. MI between channel three and all channels in normal (a), 
pre-seizure (b), and seizure (c) segments. 
 
As described in [19] with a small value for k, this estimator 
has a large variance and a small bias, whereas a large value of 
k leads to a small variance and a large bias [20]. The number 
of neighbors in our MI estimation algorithm is set to 20.  
 
As figure 2 shows, the range of MI values between the 
channels and the target signal varies between the segments. 
Especially, in pre-seizure segment (Figure.2.b) the values of 
ሺܫ ௜݂; -ሻ are very close to each other. This shows that in preܥ
seizure state signals recorded by all channels have a lot in 
common. In such a case selecting the proper channels have 
less influence on multi-channel prediction; however, the 
influence of multi channel prediction is reduced slightly in 
pre-seizure segment. In contrast, in seizure segment 
(Figure.2.c) the MI values are reduced. This means that 
during the seizure the signals recorded by different channels 
are more different in comparison with the pre-seizure state. 
This behavior affects the channel selection result and also the 
influence of multi-channel prediction on improving the 
prediction result. 
  
Also, the result of channel selection to predict channel 
number three is obviously different for different segments. 
This is caused by variation of MI values in different segments. 
Table 2 shows the channels selected in each segment as best 
predictors of channel number three. 
 
Note that the channel to be predicted is always one of the 
channels used for multi channel prediction. This is because 
the target signal is usually the one which contains the most 
information about its future. There for, we assume that it is 
always exists in the set of predictor signals by default. 
 

Table2. Channels selected in different states via presented algorithm 
to predict channel number three. 

 
State 

Data Segment 
(start from sample# : ends at 

sample#) 

 
Selected Channels  

Normal (1 : 14000) 21, 3, 2 
Pre-
seizure

(1361441 : 1373001 ) 1, 3, 4 

Seizure (1373001 : 1387000) 6, 3, 42 
 
However, there are some other channels containing extra 
information about the future of the target signal and using 
them in training phase of predicting yields more accurate 
result. 
 
Our next and the most important experience is applying the 
channels selected by our algorithm in multi-channel 
prediction of the target signal and comparing the result of 
each segment with the one in single prediction results.  
 
 

   

 

 
Figure3. Original and predicted signals in normal state (first row), 
pre-seizure state (second row), and seizure state (last row) via multi 
channel (first column) and single channel (second column) prediction. 
 
Here, the main goal is to study the influence of multi-channel 
prediction on improving the prediction accuracy in different 
states of the EEG signal. To this end, some lagged values of 
selected channels are used to predict the target in each 
segment. Figure 3 shows the result of multi channel prediction 
in its first column and one can compare them to the single 
channel prediction result which is shown in second column. 
 
As it is illustrated in Figure 3, multi-channel prediction 
improves the prediction accuracy considerably in pre-seizure 
state but, the improvement in normal and seizure segments is 
not noticeable. For a closer look we need to check the error of 
each prediction. The RMSE values corresponding to the 
predictions of Figure 3 are shown in Table 3. In fact, multi-
channel prediction has improved the accuracy in all states but 
this improvement is not the same for segments. As it is 
shown, the most influence was in the pre-seizure state .This is 
obvious due to the MI values between the channels and 
channel number three in this state (Figure2.b). The MI values 
in pre-seizure state are very close to each other and their 
values are more, i.e. in comparison with the normal and 
seizure states. More MI with the target means more 
information about the target signal and the channels ability of 
predicting the target increases by increasing their MI value. 



Therefore, for a state in which the signals have more 
predicting ability, the influence of multi-channel prediction is 
the most among different states. 
 
Table3. RMSE of predicting channel number three in different states 
via multi channel and single channel prediction. 

State Multi channel Single channel 
Normal 141.2165 143.5915 
Pre-seizure 20.4504 28.5085 
Seizure 21.3076 21.3526 
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