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ABSTRACT 

The algorithmic problem of nearest neighbors search and the 
early proposed hash-coding algorithms (Elias algorithm, tree 
based algorithms) are considered. The problem of optimality 
characterization of the algorithm - depending on the 
geometrical structure of blocks in a hash-coding scheme is 
considered. As a supportive technique for this the structure 
of consequtive neighbourhood layers to the subsets of binary 
cube is considered. It is prooved that the function 
representing the cardinalities of ݇th neighborhoods of a set 
depending on ݇ is concave. Using this fact and the known 
properties of isoperimetric sets the difference 
between the mantioned functions (for fixed argument) 
corresponding to isoperimetric set and an arbitrary set of 
the same cardinality can be estimated. It is prooved that the 
algorithm is optimal when the mentioned blocks are 
isoperimetric sets.  
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1. INTRODUCTION

Let E={0,1}. Consider Cartesian degree ܧ௡ which is known 
as the set of vertexes of n-dimensional unit cube. For 
,ݔ ݕ ∈ ,ݔ௡ denote by ݀ሺܧ  ሻ the Hamming distance betweenݕ
vectors ݔ and ݕ. Denote by w(x) the weight of vector x, i.e. 
ሻݔሺݓ ൌ ݀ሺ0௡, ݔ ሻ. For anݔ ∈  ሻ the sphereݔ௡ denote by ܵ௥௡ሺܧ
of radius ݎ centered at point ݔ i.e. .ܵ௥௡ሺݔሻ ൌ ሼݕ ∈ ௡ܧ ോ
݀ሺݔ, ሻݕ ൑ ሽ and denote by ௥ܱݎ

௡ሺݔሻ the neighbourhood / shell 
of radius ݎ i.e. ௥ܱ

௡ሺݔሻ ൌ ሼݕ ∈ ௡ܧ ݀ሺݔ, ⁄ሻݕ ൌ  ሽ. For anݎ
ݔ ∈ ܣ ௡ andܧ ⊆ ,ݔ௡ we define the distance ݀ሺܧ  ሻ asܣ
݀ሺݔ, ሻܣ ൌ min௔∈஺ ݀ሺݔ, ܽሻ. For ܣ ⊆  ሺ௞ሻ theܣ ௡ denote byܧ
kth neighborhood of ܣ, i.e. ܣሺ௞ሻ ൌ ሼݔ ݀ሺݔ, ⁄ሻܣ ൌ ݇ሽ. 

The algorithmic problem of finding the set of all nearest 
neighbors to a given vector from a given set is known [1]. 
More precisely, let us we have a nonempty subset ܨ ⊆ ܧ ௡ 
and a vector ݔ (query element or query vector). Denote by 
 .i.e ܨ from ݔ௫ the set of nearest neighbors toܨ

௫ܨ ൌ ሼݕ ∈ ௡ܧ ݀ሺݔ, ⁄ሻݕ ൌ ݀ሺݔ,  .ሻሽܨ

The problem is for a given ܨ and  ݔ to find in an optimal 
way the set ܨ௫. We can find the mantioned set by calculating 
for each ݕ ∈  but in manyݔ the corresponding distances to ܨ
cases, for large ܨ it will make the problem practically 
unsolvable. So, it is required from algorithm to consider as 

few as possible elements from ܨ in constructing the nearest 
neighbours. One algorithm solving the mantioned problem is 
known as Elias algorithm [1]. The main goal of this paper 
is to provide the proof of the conjecture about optimality 
of the mentioned algorithm conserning the geometrical 
shape of code blocks[1]. 

The paper is organized as follows: In section 2 the 
descriptions are brought related to the hash-coding 
schemas and algorithms. In section 3 some auxiliary 
rezults and definitions are brought about cardinalities of 
neighborhoods of a cube subset. Finally, in section 4 
the theorem is prooved about the optimality of the 
algorithm. 

2. ELIAS ALGORITHM

At first, let us describe a particular schema of representataion 
of subset ܨ, called hash-coding schema. Hash function is 
defined as a function ݄: ௡ܧ → ܸ, where ܸ is a finite set of ܰ 
elements, ܸ ൌ ሼݒଵ,… ,  ேሽ[2]. We consider the case, thatݒ
ܸ ൌ ݉ ௠, andܧ ൑ ݊. In connection to hash function, ܨ is 
represented as a union of ܰ distinct linked lists (or buckets) 
݅ ,௜ܮ ൌ 1, … ,ܰ one for each possible hash value. For 
݅ ∈ ሼ1,… , ܰሽ denote by ܤ௜ the set ሼݔ ∈ ௡ܧ ݄ሺݔሻ⁄ ൌ ௜ܤ .௜ሽݒ 's 
are called blocks. The ith list stores those vectors belonging 
to ܨ which have the same hash value i.e. 
௜ܮ ൌ ሼݔ ∈ ௡ܧ ݄ሺݔሻ⁄ ൌ ௜ܮ ௜ሽ, or in other wordsݒ ൌ ܨ ∩  .௜ܤ
Hash coding scheme is called balanced if |ܤ௜| ൌ 2௡ ܰ⁄ , for 
݅ ൌ 1, … , ܰ. 

The Elias algorithm [1] considers blocks ܤ௜ of the model, 
ordering them by their distances at vector ݔ. Mention that we 
must have an efficient method to find all blocks ܤ௝భ, … ,  ௝ೞሺೕሻܤ
located at distance	݆ from ݔ if such blocks exist. After the 
step of these ordering the algorithm examines the lists 
,௝భܮ …  , ܮ ௝ೞሺೕሻ one after the other by increase of ݆௧. Let the 
best match distance (also its current value in algorithm) be 
denoted by ߜ. Due to ܨ ് ∅  initialization of ߜ will happen 
on some step and the final algorithmic value will present the 
real minimal distance ߜ. Now, if the current values obey 
ߜ ൏ ݆ algorithm stops the work. All blocks with higher 
distances than ߜ at ݔ do not need to be examined. In the 
reminder case ߜ ൒ ݆, examining nonempty list ܮ௝೔  algorithm 
can change the best match distance ߜ, also refreshing the 
current best match set, or the ߜ will remain unchanged and 
the current best match set will be updated. 



By the complexity of algorithm we mean the average 
number of examined lists over all files and queries, 
supposing that  

I. Each vector ݔ ∈  .௡ equally likely can be requstedܧ

II. Each vector ݖ ∈ with the ܨ ௡ independently appears inܧ
same probability ݌. This gives a specific probabilistic 
distribution over the set of subsets of ܧ௡ appearing as the 
target set ܨ. 

The pseudocode of the algorithm is brought below: 

Elias Algorithm   /* n is the word length, N is the number 

of blocks */ 

input x, F,   /* F ് ∅ */ 

integer δ ൌ ∞,   /* the current best match distance */ 

set S ൌ ∅,  /* S is the current set of vectors of F located at 

distance δ from x */ 

integer j ൌ െ1, /* current distance of blocks under 

consideration from x */ 

while (j ൏  (ߜ

         { 

j ൅ ൅,  

if (sሺjሻ ് 0)  /*sሺjሻ is the number of blocks in                   

distance j from x*/ 

for (integer i=0, i ൏  (++ሺ݆ሻ, iݏ

  { 

If (L୨౟ ് ∅)   /* start examine the list L୨౟, i-th list with j 

distanse block */ 

If (δ ൑ dሺx, L୨౟ሻ   /*δ is  unchanged */ 

S ൌ S ∪ ൫Oஔ
୬ሺxሻ ∩ L୨౟൯  /*Oஔ

୬ሺxሻ is the δ neighborhood of x 

*/ 

else 

         { 

S ൌ Oஔ
୬ሺxሻ ∩ L୨౟,  /*δ is changed */ 

δ ൌ dሺx, L୨౟ሻ 
 } 

 } 

         } 

return S,   comment: S ൌ 	F୶,  δ ൌ dሺx, Fሻ 

For balanced hash coding schemes it is proposed that the 
algorithm may be optimal when the blocks ܤ௜ are 
isoperimetric sets [1],[3]. Our main goal is to prove the 
mentioned conjecture.  

3. ON FUNCTION OF CARDINALITIES
OF NEIGHBORHOODS OF A SET 

For ܣ ⊆  ௡ let us denoteܧ
Γ஺ሺ݇ሻ ൌ ݇ ,|ሺ௞ሻܣ| ∈ ሼ0,… , ݊ሽ.  

It is obvious, that ∑ Γ஺ሺ݇ሻ
௡
௞ୀ଴ ൌ 2௡. For a one-point set, 

ܣ ൌ ሼݔሽ, values Γ஺ሺ݇ሻ are given by combinations ቀ
݊
݇ቁ. For 

larger sets starting from some point values  Γ஺ሺ݇ሻ become 
equal to 0. For a one-point set it is evident that Γ஺ሺ݇ሻ is 
simply increasing and then decreasing at the point ݊/2. The 
similar behaviour of the function Γ஺ሺ݇ሻ is not studied for 
arbitrary ܣ ⊆ ܧ ௡ and our nearest goal is this investigation. 

Lemma 3.1. For arbitrary subset ܣ the function Γ஺ሺ݇ሻ has 
one or two maximum points on the domain ሼ1, … , ݊ሽ and in 
case when the maximum points are two then they differ by 1.  

Proof. Let us prove the lemma by induction. For ݊ ൌ 3  one 
can check that the lemma takes place. Now let the lemma be 
true in case ൑ ݊ െ 1 and prove it for the case of ݊. Let us fix 
the ith coordinate and consider the partition of unit cube by 
coordinate ݔ௜. Let us denote the corresponding subcubes by 
௫ܧ
௡
೔ୀ଴ and ܧ௫

௡
೔ୀଵ. In connection to this, denote the subsets of 

the set ܣ belonging to ܧ௫
௡
೔ୀ଴ and ܧ௫

௡
೔ୀଵby ܣ௫೔ୀ଴ and ܣ௫೔ୀଵ 

correspondingly. Let us denote ଴ܲ ൌ ௫೔ୀ଴ܣ ∪ ௫೔ୀ଴ܣ
ሺଵሻ ∪

௫೔ୀଵ and ଵܲܣ ൌ ௫೔ୀଵܣ ∪ ௫೔ୀଵܣ
ሺଵሻ ∪ ௫೔ୀ଴. Note that ଴ܲ andܣ

ଵܲ are subsets of ݊ െ 1 dimensional unit cube. It can be 
shown that (Figure 1) 

Γ஺ሺ݇ሻ ൌ Γ௉బሺ݇ െ 1ሻ ൅ Γ௉భሺ݇ െ 1ሻ (3.1) 

but for the sake of space here we omit the detail proof of the 
claim.  

௫೔ୀ଴ܧ
௡ ௫೔ୀଵܧ

௡  

 ௫೔ୀ଴ܣ

 ௫೔ୀଵܣ

Figure 1. 

As ଴ܲ and ଵܲ are subsets of ݊ െ 1	dimensional unit cube, 
then for functions Γ௉బሺ݇ሻ and Γ௉భሺ݇ሻthe lemma is true by the 
induction hypothesis. Now let ݇଴ be the smallest integer such 
that one of the mentioned functions (without loosing 
generality assume that it is the Γ௉బሺ݇ሻ) decreases. Then from 
the definition of the set ଵܲ it follows that at most at point 
݇଴ ൅ 1 the function Γ௉భሺ݇ሻ also decreases. The lemma 
follows purporting this and equation (3.1). 

Now let us have a number 0 ൑ ܽ  ൑ 2 ௡ and a point 
ܿ ∈ ܧ ௡.  We define a set of cardinality ܽ called standard 
placement [3]. At first we define a linear order on ܧ௡ by the 
following way [1],[3]. Let ܧ ∋ ݒ ,ݑ௡, then: 

I. if ݀ሺݑ, ܿሻ ൏ ,ݒሺݐሺݓ ܿሻሻ then ݑ ≺  ,ݒ

II. if ݀ሺݑ, ܿሻ ൌ ݀ሺݒ, ܿሻ then ݑ ≺ if there exists ݅, 1 ݒ ൑ ݅ ൑
݊ such that ݑ௝ ൌ ݆ ,௝ݒ ൌ 0, . . , ݅ െ 1 and ݑ௜ ൅ ܿ௜ ൌ 1,  
௜ݒ ൅ ܿ௜ ൌ 0. 

The standard placement with centre c and cardinality ܽ is 
denoted by ܮ௔௡ሺܿሻ. ܮ௔௡ሺܿሻ is the set of first ܽ elements by 
means of linear order defined above [1],[3]. 

Theorem 3.1 [1],[3]. For ܣ ⊆ ܧ ௡, |ܣ| ൌ ܽ  and ܿ ∈ ܧ ௡  the 
following takes place:

Γ௅ೌ೙ሺ௖ሻሺ1ሻ ൑ Γ஺ሺ1ሻ. (3.2) 

This result is the origin of our investigation. It is known as 
the base Discrete Isoperimetry Theorem. More properties of 
Discrete Isoperimetry were investigated, see [3],[4], but 
this research concerns only the set and its 1-
neighbourehood. Consequtive neighourhoods raise more 
questions, and here our target is understand the 
functional behaviour of the series of neighbourhoods, and 



their sizes in particular. Now let us have an arbitrary subset  

ൌ |ܣ| ,ܣ ܽ  and the standard placement ܮ௡௔ሺܿሻ. 

Lemma 3.2. There exists an integer 1) ݏ ൑ ݏ  ൑  ݊ ) such 

that 
Γ௅ೌ೙ሺ௖ሻሺ݇ሻ ൑ Γ஺ሺ݇ሻ, when ݇ ൑  (3.3) ݏ

and 

Γ௅ೌ೙ሺ௖ሻሺ݇ሻ ൒ Γ஺ሺ݇ሻ, when ݇ ൐  (3.4) .ݏ

The proof technique is similar to the proof of Lemma 3.1 
and is omitted due to the space limitation. For geometrical 
interpretation of lemma 3.2 see figure 2. 

y ஼݂ሺݔሻ ൌ  |ሺ௫ሻܥ|

 ஻݂ሺݔሻ ൌ  |ሺ௫ሻܤ|

O(0,0)     1   s     n     x 

Figure 2. 

4. OPTIMALITY OF THE HASH- 
CODING TYPE SEARCH ALGORITHM 

Let us consider the following problem: which property must 
satisfy blocks of balanced hash-coding schema, so the 
algorithm to be optimal.   

Theorem 4.1.The algorithm is optimal, when the blocks ܤ௜, 
݅ ൌ 1, … , ܰ, of hash-coding schama are standard placements 
(spheres in particular cases). 

Proof.As it is known [1], the complexity of the algorithm is 

ሺ݄ሻߙ ൌ ∑ Φሺܤ௜ሻ
ே
௜ୀଵ , (4.1) 

where by  Φሺܤ௜ሻ is denoted the average probability aver all 
query vectors that the block ܤ௜ will be considered. It is 
known [1], that  

Φሺܤ௜ሻ ൌ
ଵ

ଶ೙
∑ ቚܤ௜

ሺ௝ሻቚΨሺ݊, ,݌ ݆ െ 1ሻ௡
௝ୀ଴ , (4.2) 

where Ψሺ݊, ݌, ݆  െ 1ሻ is the probability that the sphere of 
radius ݆ െ 1  does not contain points belonging to subset ܨ. 
Now let ܤ be a standard placement and ܥ be an arbitrary set, 
such that  |ܤ| ൌ | ܥ | . Let us consider the following 
difference 

ሻܥሺߔ െ ሻܤሺߔ ൌ 

ൌ
1
2௡
෍൫หܥሺ௜ሻห െ หܤሺ௜ሻห൯ ∙ ,ሺ݊ߖ ,݌ ݅ െ 1ሻ
௡

௜ୀଵ

 

(4.3) 

From theorem 3.2 and lemma 3.2 it follows that there exists 
an integerݏ, such that 

ሻܥሺߔ െ ሻܤሺߔ ൌ 

ൌ
1
2௡
෍൫หܥሺ௜ሻห െ หܤሺ௜ሻห൯ ∙ ,ሺ݊ߖ ,݌ ݅ െ 1ሻ
௦

௜ୀଵ

 

൅
1
2௡

෍ ൫หܥሺ௜ሻห െ หܤሺ௜ሻห൯ ∙ ,ሺ݊ߖ ,݌ ݅ െ 1ሻ
௡

௜ୀ௦ାଵ

 

൒
1
2௡

෍൫หܥሺ௜ሻห െ หܤሺ௜ሻห൯ ∙ ,ሺ݊ߖ ,݌ ݏ െ 1ሻ
௦

௜ୀ௠

െ	

െ
1
2௡

෍ ൫หܤሺ௜ሻห െ หܥሺ௜ሻห൯ ∙ ,ሺ݊ߖ ,݌ ሻݏ
௡

௜ୀ௦ାଵ

 

(4.3) 

As ߖሺ݊, ,݌ ሻݏ ൑ ,ሺ݊ߖ ,݌ ݏ െ 1ሻ and ∑ ൫หܥሺ௜ሻห െ௦
௜ୀଵ

หܤሺ௜ሻห൯ ൌ∑ ൫หܤሺ௜ሻห െ หܥሺ௜ሻห൯௡
௜ୀ௦ାଵ ,  then from (4.3) 

follows that  

ሻܥሺߔ െ ሻܤሺߔ ൒ 0.  

CONCLUSION 

The nearest neighbors search is an important part of many 
procedures such as in Pettern Recognition, Natural Language 
Error Correction, and others. Two types of algorithms are 
well known in this area: the tree based algorithms and the 
dynamic programming style algorithms. Our interest is 
devoted to the second one. First of all we use the hypotheses 
that the optimality of this type algorithms is related to the 
well known Discrete Isoperimetry problem. Then using the 
known results in this area and giving some generalization we 
obtain combinatorial postulates that help to prove 
the optimality of these algorithms. Results 
achieved are interesting for both – the Discrete 
Isoperimetry domain and in Divide and Conquer type 
srearch. The complementary domain of inverstigation 
that considers the issues how to partition the discrete 
space to the Isoperimetry type blocks is also under 
consideration  but this is a separate broad research direction 
that is addressed [5], [6]. 
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