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ABSTRACT 
We consider (0,1)-matrices with given row and column 
sums, and with an additional requirement/constraint  - 
restricted number of repeated rows. 
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1. INTRODUCTION

ଵ
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(0,1) matrices with prescribed row and/or column sums are 
classical objects which appear in many branches of 
mathematics. Various combinatorial problems from n-cube 
geometry, hypergraph theory, discrete tomography problems, 
are effectively modeled in terms of (0,1) matrices. 
Consider a family of sets (or a hypergraph) ሺܨ ,ܣሻ where ܣ, 
ൌ |ܣ| ݊ , is a finite set of elements, and ܨ|  ,ܨ| ൌ ݉ , is a 
collection of subsets of ܣ. Code subsets of ܣ with (0,1) 
sequences of length ݊ such that ݅-th component of the sequence 
equals 1 if and only if ݅-th element of ܣ is included in the 
subset. We get a (0,1) matrix of size ݉ൈ ݊ , where the 
numbers of 1's in rows are cardinalities of subsets; the number 
of 1s in ݆-th column is the number of subsets of ܨ containing 
݆-th element of ܣ. Let ܴ ൌ ሺ ݎ ,⋯ , ܵ ሻ andݎ  ൌ ሺ ݏ ଵ, ⋯ , ݏ ሻ 
denote the row and column sum vectors of the matrix 
respectively, where ݎ is the numbers of 1's in ݅ –th row, and ݏ 
is the numbers of 1's in ݆ –th column. Given a (0,1) matrix, ܴ  
and ܵ  can be easily calculated.
Consider the inverse problem: 
Existence/reconstruction of a binary ݉ ൈ ݊  matrix with the 
given row sum ܴ ൌ ሺ ݎ  , ⋯ , ܵ ሻ and/or column sumݎ  ൌ 
ሺݏଵ, ⋯  , ݏ ሻ. 
The Gale-Ryser's theorem is known for solving the problem 
in polynomial time. 

Theorem 1 [1]. Let ܴ ൌ ሺݎଵ,⋯ , ܵ ሻ andݎ ൌ ሺݏଵ,⋯ ,  ሻ beݏ
non-increasing, positive integer vectors such that ݎ  ݊ for 
݅ ൌ 1,⋯ ,݉, and ݏ  ݉ for ݆ ൌ 1,⋯ , ݊. Let ܵ∗ ൌ
ሺݏଵ

∗,⋯ , ݏ :ܴ ∗ሻ denote the conjugate vector ofݏ
∗ ൌ

|ሼݎ: ݎ  ݆, ݅ ൌ 1,⋯ ,݉ሽ|. There exists a binary ݉ ൈ ݊ 
matrix with row sum ܴ and column sum ܵ if and only if ܵ is 
majorized by ܴ∗, that is: ∑ ݏ


ୀଵ  ∑ ݏ

∗
ୀଵ , for ݇ ൌ

1,⋯ , ݊ െ 1, and ∑ ݏ

ୀଵ ൌ ∑ ݏ

∗
ୀଵ . 

We impose an additional requirement/constraint  - restricted 
number of repeated rows. Consider the following 
problems: 
Given ܴ ൌ ሺݎଵ,⋯ , ܵ ,ሻݎ ൌ ሺݏଵ,⋯ ,  ሻ, and an integerݏ
number ݇. 
(P1).Existence/reconstruction of a (0,1) matrix of size 
݉ ൈ ݊ with the given row sum ܴ and column sum ܵ, and 
with  ݇ pairs of repeated rows. 
(P2).Existence/reconstruction of a (0,1) matrix of size 
݉ ൈ ݊ with the given column sum ܵ, and with  ݇ pairs of 
repeated rows. 

Given integer numbers ݊, ݉, and ݇. 

(P3).Characterization of ߰ሺ݉, ݊ሻ, the set of all column 

sum vectors of (0,1)-matrices of size ݉ ൈ ݊, which have at 

most ݇ pairs of repeated rows. 

In this paper we restrict our attention to the following values 
of ݇: ݇ ൌ 0; ݇ ൌ 1. 

݇ ൌ 0	- is equivalent to the requirement of different rows of 
matrices in (P1),(P2) and (P3). In this case the problem can 
be reformulated in terms of hypergraphs, for example, (P2) 
is equivalent to the existence of simple hypergraphs with the 
given degree sequence, (P3) is equivalent to the 
characterization of the set of degree sequences of 
simple hypergraphs. This is a hypergraph degree 
sequence problem, which is one of the open problems in 
the hypergraph theory. The complexity of the problem is 
not known even for 3-uniform hypergraphs. The problem is 
investigated by several authors, and a number of partial 
results have been achieved, for example in [2-6]. 

݇ ൌ 1 - can be considered as a relaxation of the problem, 
when one pair of repeated rows is allowed. 

In Section 2 below we consider particular cases of (P1) and 
(P2), where row and column sum vectors are homogenous: 
ܴ ൌ ሺ ݎ , ⋯ , ݎ ሻ  and ܵ ൌ ሺ ݏ , ⋯ , ݏ ሻ . We received 
simple necessary and sufficient conditions for this case. 
Section 3 concerns (P3). A simple structural characterization 
is known for ߰ሺ݉, ݊ሻ. We prove that ߰ଵሺ݉, ݊ሻ has a 
similar structure. Moreover, we prove that the problem is not 
easier for ݇ ൌ 1 . 

2. HOMOGENOUS ROW AND
COLUMN SUM VECTORS 

Theorem 2. Let ܴ ൌ ሺ ݎ , ⋯ , ݎ ሻ  and ܵ ൌ ሺ ݏ , ⋯ , ݏ ሻ  be 
positive integer vectors of size ݉ and ݊, respectively, such 
that  ݎ  ݊  and ∑ୀଵ ݏ ൌ ∑ୀଵ ݎ. There exists a (0,1)-
matrix of size ݉ ൈ ݊  with row sum ܴ and column sum ܵ, 
and with different rows if and only if ݉  ܥ 

. 

Skeleton of the proof is as follows. The majorization 
condition from Gale-Ryser’s theorem always holds for 
ܴ ൌ ሺ ݎ , ⋯ , ݎ ሻ  and  ܵ  ൌ  ሺ ݏ ,⋯ , ݏ ሻ ,  if   ∑ୀଵ ݏ ൌ 
∑ୀଵ ݎ. 
Each (0,1)-matrix of size ݉ൈ ݊  with row sum ܴ, and with 
different rows can be identified with ݉-subset on the ݎ-th 
layer of the ݊-dimensional unit cube. Hence, ݉  ܥ 

 is a 
necessary and sufficient condition for existence of a such 
matrix. For providing column sum ܵ, we use the technique 
of partitioning the ݊-dimensional unit cube in two directions.  



Theorem 3. Let ܵ ൌ ሺ ݏ , ⋯ , ݏ ሻ  be a positive integer 

vector of size ݊; ݉ be a positive integer, and 	݉  2.There 

exists a (0,1)-matrix of size ݉ ൈ ݊ , with the column sum 

vector ܵ  ൌ  ሺ ݏ ,⋯  , ݏ ሻ , and with different rows, if and only 

if 

݉ െቀሺ݊ െ ݅ሻ ∙ ିቁܥ  
ሺ݊ߜ െ ݇ െ 1ሻ

݊




ୀ

 ݏ  

∑ ൫ሺ݊ െ ݅ሻ ∙ ି൯ܥ  ሺ݊ߜہ െ ݇ െ 1ሻ/݊ۂ
ୀ , 

where ݇ and ߜ are parameters from the canonical 
representation form of ݉: 
݉ ൌ ܥ  ିଵܥ ⋯ ିܥ  ߜ  ,ߜ ൏  .ିିଵܥ

We prove the theorem using several results from [5-6]. We 
compose also a matrix with column sum S and with different 
rows. 

3. STRUCTURAL
CHARACTERIZATION  

For a given ݉ and ݊, let ߰ሺ݉, ݊ሻ denote the set of all 

column sum vectors of (0,1)-matrices of size ݉ ൈ ݊, which 
have different rows. 

We consider ߰ሺ݉, ݊ሻ as a subset in the following ranked 
partially ordered set (poset):  
ାଵߌ
 ൌ ሼሺݏଵ,⋯ , :ሻݏ 0  ݏ  ݉ሽ, 

with the component-wise partial order: ሺݏଵ,⋯ , ሻݏ 
ሺݍଵ,⋯ , ݏ ሻ if and only ifݍ   , and with the rank ofݍ
elements defined as:  ݎሺݏଵ,⋯ , ሻݏ ൌ ଵݏ  ⋯  .ݏ
Thus, ߰ሺ݉, ݊ሻ ⊆ ାଵߌ

 . 

We define an upper area (upper subposet) of  ߌାଵ
 :  

ܪ ൌ ሼሺܽଵ,⋯ , ܽሻ ∈ ାଵߌ
 |ܽ  ݉ௗ	݂ݎ	݈݈ܽ	݅ሽ, where 

݉ௗ ൌ ሺ݉  1ሻ/2, for odd ݉, and ݉ௗ ൌ ݉/2 for even 
݉.  
Theorem 4 below reduces the characterization area from 
ାଵߌ
  to ܪ. Theorem 5 describes the structure. 

Theorem 4 [5].߰ሺ݉, ݊ሻ can be easily derived from 
߰ሺ݉, ݊ሻ ∩  .ܪ , its part inܪ

Theorem 5 [5] ߰ሺ݉, ݊ሻ ∩  .ܪ  is an ideal inܪ

An illustration is given in Figure 1 below. 

Figure 1 

4. RELAXATION OF THE PROBLEM

For a given ݉ and ݊, let ߰ଵሺ݉, ݊ሻ denote the set of all 

column sum vectors of (0,1)-matrices of size ݉ ൈ ݊, which 
have at most one pair of repeated rows. 

Obviously, ߰ሺ݉, ݊ሻ ⊆ ߰ଵሺ݉, ݊ሻ. 

Theorem 6. ߰ଵሺ݉, ݊ሻ can be easily derived from 

߰ଵሺ݉, ݊ሻ ∩  .ܪ , its part inܪ

Theorem 7. ߰ଵሺ݉, ݊ሻ ∩  .ܪ  is an ideal inܪ

An illustration is given in Figure 2 below. 

Figure 2 

Theorem 6 and Theorem 7 are analogous of Theorem 4 
and Theorem 5, respectively, and have been proved with the 
same technique. 

Theorem 8. The question of characterizing ߰ଵሺ݉, ݊ሻ has the 
same complexity as the question of characterizing	߰ሺ݉, ݊ሻ.  

4. CONCLUSION

We considered (0,1)-matrices with prescribed row/column 
sums and with different rows, and investigate the questions 
of existence/construction, and characterization of the set of 
all solutions. The problem has its analogue in hypergraph 
theory, discrete tomography, and others. The complexity 
is not known, and this is one of the known open 
problems. We solved the problem for homogenous row 
and column sum vectors. Further we investigate a 
relaxation of the problem, when one pair of repeated rows is 
allowed. 
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