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1. INTRODUCTION

The Japanese-French project FP3C targets the post-petascale and the next generation of exascale systems. Its goal is to study software technologies, languages and programming models to achieve the performance promised by post-petascale computing.

The project consortium regroups some of the HPC key players in Japan and in France:

- Universities of Kyoto, Tokyo and Tsukuba, Tokyo Institute of Technology, Japanese-French Laboratory on Informatics
- CEA Saclay, CNRS (IRIT and PRISM), INRIA (Bordeaux, Rennes and Saclay), with a strong connection with RIKEN AICS at Kobe in Japan.

The ability to efficiently program and exploit these future high performance systems is considered as a strategic issue by all research national agencies worldwide.

The exascale computers are expected to have a large-scale highly hierarchical architecture with many-core processors possibly mixed with accelerators with up to millions of cores and threads. As a consequence, existing operating and runtime systems, languages, programming paradigms and parallel algorithms would have, at best, to be adapted, and may become often obsolete.

Exploiting these ultra-large-scale parallel systems will require runtime systems allowing the management of huge amount of distributed data, minimizing the energy consumption, and exhibiting fault resilient properties. In addition to these features, accelerating technology, based on GPGPU and many-core processors, are also crucial issues for post-petascale computing systems.

Efficient exploitation (programming, execution) of large scale systems is an important challenge. The hierarchical nature of these architectures and the scalability issues (parallelization at different levels: intra / inter computational nodes composed of many core processors and/or accelerators) complicates the algorithm design. Existing programming framework and runtime systems together with new approaches should be examined, experimented and evaluated. Benchmarks and libraries adapted to the post-petascale systems will have to be proposed.

The FP3C project aims at defining a framework for high performance computing on the road to exascale. We cover most of the issues related to the emergence of post-petascale computing: from high level languages to efficient exploitation of the underlying architecture at the runtime level or using specific extensions for accelerators. Our approach is illustrated with experiments on a set of numerical codes (including numerical libraries) that can be seen as a benchmark. One of the goals of the project is to proceed to experiments on some of the most recent computers available in Europe (e.g. CURIE Computer at TGCC/France) and in Japan (e.g. K Computer at Kobe).

In this presentation, we proceed to an overview of the various aspects of the FP3C project.

2. PROGRAMMING FRAMEWORK

Our programming framework mainly combines the use of three basic approaches: YML, XscalableMP and StarPU.

YML is a high level graph description language developed at PRISM Versailles (http://yml.prism.uvsq.fr/). Initially introduced for grid and peer-to-peer systems, it is based on a component approach. It provides portability by hiding the details of the underlying middleware. It is used for expressing in an easy way the concurrency of the tasks of a dependency graph.

XscalableMP (see http://www.xscalablemp.org/) is a directive based language enabling scalable and performance-aware parallel programming. The project is lead by university of Tsukuba and the XscalableMP working group involves several other partners (universities of Tokyo, Kyotu Kyushu; RIKEN, NIFS, AICS, JAXA, JAMSTEC/ES, Fujitsu, NEC, Hitachi). It generates C plus MPI code from a C code with directives expressing data and work mapping. It is used within the YMP components to exploit a lower grain parallelism.

An example of XscalableMP (XMP) is given below:

```c
#pragma xmp nodes p(4)
#pragma xmp template t(0:7)
#pragma xmp distribute t(block) onto p
int a[8];
#pragma xmp align a[i] with t(i)
int main()
#pragma xmp loop on t(i)
    for(i=0;i<8;i++)
        a[i] = i;
```

StarPU developed in the Runtime INRIA team at Bordeaux (see http://runtime.bordeaux.inria.fr/StarPU/) is an unified runtime system for heterogeneous architectures. It allows programmers to take advantage of the available CPUs and GPUs without modifying their codes.

The FP3C approach is then to propose a prototype for GPU/CPUs work sharing, using XMP-dev (an extension of XMP for accelerating devices) as a parallel programming framework for distributed memory system, and StarPU as a runtime system to support GPU/CPUs task management. This provides a high level programming model based on XMP-dev for GPU utilization coupled with StarPU for easy programming on GPU/CPUs co-working (work sharing).

The Kyoto Group is investigating of a framework to describe application codes in the form of local-view kernels, tightly collaborating with TiTech (Tokyo Institute of Technology) Group in order to extend their DSL for GPU-oriented stencil computation to make it applicable to wider range of applications and platforms including multi-core/ multi-socket clusters.
FP3C considers several applications: petascale systems. BlobSeer (see http://blobseer.gforge.inria.fr) provides a large-scale order of TBytes which is of particular interest for post-petascale systems.

3. BENCHMARK AND NUMERICAL ALGORITHMS

Several numerical algorithms and applications have been selected (some of these are used as a benchmark) to illustrate the main issues of the FP3C programming framework. Experiments on clusters of multicore and GPU both in France and in Japan have been performed including executions on Tsubame 2, T2K and K computers in Japan and CURIE and GRID’5000 in France.

FP3C considers several applications:
- eigenvalue computation for molecular orbital computation and reactor physics applications;
- nano-material simulation;
- Finite Element Method for ill-conditioned solid mechanics problems;
- 3D finite-volume based simulation code for groundwater flow problems through heterogeneous porous media;
- real space density functional theory (Hermitian standard eigenvalue computation);
- nuclear physic computation;
- superconductivity.

These applications make use of typical numerical kernels such as the finite element method, the solution of sparse linear systems and sparse eigenvalue problems. Several issues related to these kernels are carefully studied within the project including their interfacing with YML and XMP:
- Sparse eigensolvers: ERAM, MERAM solvers (see [1]), parallel eigensolver for Semi-sparse matrices (see [10]), hybrid SSM / MERAM shifted block Krylov linear solver, experiments on GPU for some of the eigensolvers (see for example [14]);
- Linear solvers:
  - Parallel preconditioners: ILU-type ([2], [3]), and scalable multigrid preconditioning ([4], [5]);
  - Experiments with the MUMPS sparse direct solver (http://mumps.enseeiht.fr) in some aforementioned eigensolvers and in preconditioners;
- Block Cimmino hybrid solver ([9]);
- Auto-tuning for linear and eigen solvers: GMRES by considering restart and orthogonalization issues, tuning and auto-tuning of some of the main components of Krylov methods[15], introduction of the notion of smart-tuning;
- Experiments with FEM on GPU ([6], [7],[8]);
- Parallel algorithms for combinatorial optimization: use of meta-heuristics (local search, Tabu search, …) with application to artificial intelligence, SAT, … (see [11], [12], [13]).

The GRID-TLSE web site (http://gridtlse.org) is used as a test-bed for some of the experiments using MUMPS.

4. CONCLUSION

The FP3C is an attempt to define a programming framework for post-petascale computers. The various approaches (programming models and APIs) will be incorporated into the benchmark we have defined in order to perform experiments. The last year of the project (2013-2014), the integration of the different software systems and tools will be performed simultaneously with tutorial and demos.

We will describe some of the aim issues and results of the FP3C project at the conference.

REFERENCES