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ABSTRACT 
Face recognition attracts much attention during recent years 

due to its many applications in different fields such as 

security systems, entertainment, criminal identification and 

etc. Although many face recognition techniques have been 

proposed and many achievements have been obtained, we 

can’t get high recognition rate due to the changes of pose, 

illumination, and expression. 

In this article, a new approach for face  recognition  is 

proposed based on the local graph structure.  Each pixel is 

represented with a graph structure of its neighbours' pixels. 

The histograms of the proposed approach were used for 

recognition by using the nearest neighbour classifiers that 

include Euclidean distance, correlation coefficient and chi-

square distance measures. Senthilkumar face and Yale face 

databases were used to be experimented with the proposed 

method. The proposed approach is robust to variation in term 

of facial expressions, facial details, and illumination. 
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1. INTRODUCTION
Face recognition is an important area in biometrics and 

computer  world. It has a wide range of applications in 

information security, image retrieval, access control and law 

enforcement surveillance. The principal object in present 

researches is to increase  the performance and robustness of 

the system such as aging, illumination, facial expressions 

and pose. [1] is a perfect research in the field of  face 

recognition. It categorises existing recognition techniques 

and provides detailed descriptions of representative methods 

within each category. Three major categories of face 

recognition from intensity images are holistic, feature-based 

and hybrid. In holistic is used gabor wavelet for features 

extraction. Among the major approaches in this category are 

Principal Component Analysis (PCA)[2], Linear 

Discriminant Analysis (LDA)[3], and Independent 

Component Analysis (ICA) [4]. In feature-based, significant 

features and components of face are extracted. Examples of 

approaches in this category are Local Graph Structure (LGS) 

[5], Local Binary Patterns (LBP)[6]. The last category that is 

hybrid approach combines both local and global features to 

produce a more complete facial representation. In this paper, 

a new approach for face recognition based on LGS is 

presented. The idea of LGS is to represent a pixel in an 

image with a graph structure of its neighbours’ pixels in 

order to capture the spatial information. The LGS operator 

extracts more information about the texture of the face. Thus 

it produces better accuracy in face recognition problem[8]. 

The paper is organized as follows: The Local binary patterns 

is described in Section 2. Local Graph Structure is presented 

in Section 3. Symmetric Local Graph Structure is described 

in Section 4. poroposed approach  is explained  in Section 5. 

Experimental design is presented in Section 6. Experimental 

results are presented in Section 7and Section 8 concludes the 

paper. 

2. LOCAL BINARY PATTERNS
The LBP operator was originally designed for texture 

description. The operator assigns a label to every pixel of an 

image by thresholding the 3*3-neighborhood of each pixel 

with the center pixel value and considering the result as a 

binary number. Then, the histogram of the labels can be used 

as a texture descriptor. See Fig.1 for an illustration of the 

basic  LBP operator.  

 Fig 1. The basic LBP operator. 

The most important strength of LBP operator is its 

robustness against monotonic grey-scale changes that were 

caused by illumination variations. Another advantage of LBP 

is its computational simplicity, which makes it possible to 

analyse images in real-time environment. One limitation of 

the LBP operator is that its small 3*3 neighbour pixels 

cannot capture dominant features of face structures. The 

LBP only consider information from its small neighbours.  

3. LOCAL GRAPH STRUCTURE
LGS operator uses graph theory to represent the relationship 

of a pixel with its neighbours[8]. The graph structure as in 

Fig.2 was applied on each pixel of an image. All neighbours’ 

pixels are thresholded with the source pixel based on the 

direction of the graph. The considered neighbours consist of 

pixels with radius one and two pixels from the considered 

pixels. Thus, LGS captures wider spatial information about 

its neighbours. A new value is generated for each pixel from 

the graph structure based on binary number as depicted in 

Fig.2. LGS operator also is robust to monotonic greyscale 

changes from illumination variations. 

Fig 2. The graph structure of LGS operator. 

 However, LGS has some limitations. LGS was constructed 

from non-symmetric graph  representation which consists of 

more neighbours on the right side compared to the left side. 

There are two neighbour pixels on the left side and three on 



the other side. Another drawback of the LGS graph structure 

is that it contains redundant graph’s relationship between 

neighbours (pixels with value 73 and 75 as in Fig.2). 

4. SYMMETRIC LOCAL GRAPH 

STRUCTURE
SLGS operator has a symmetric graph structure, as in Fig.3, 

to represent the relationship of pixel’s neighbours[10]. The 

symmetric structure consists of same number of neighbour 

pixels in both sides, three neighbour pixels on the left and 

three on the right sides. SLGS graph also does not have any 

redundant graph’s relationship between neighbour pixels. 

Fig. 3 shows the SLGS operator’s operation.  

 

Fig 3. The graph structure of SLGS operator. 

The main advantage of this method is the SLGS pixel values 

represent neighbours  with radius of one and two.  

5. PROPOSED  APPROACH
Proposed approach also is based on graph  structure that is 

symmetric and number of pixel’s neighbours are equal and it 

does n't contain redundant graph’s relationship between 

neighbours. In this approach, pixel’s neighbours Somehow 

are selected that record additional information about the 

texture of the images. Fig.4 shows the proposed operator’s 

operation.  

Fig 4. The proposed approach operator. 

proposed approach toward other operators also is symmetric 

from above and below. so that, values of above and below 

pixels are used for features extraction. In this method  also is 

used neighbours  with radius of one and two for each pixels. 

Thus, Proposed graph structure extracts more spatial 

information about the texture of the images. In this method, 

firstly  calculated new value for each pixel based on 

threshold neighbours’ pixels. A histogram was generated 

based on the new calculated values. In training phase, the 

histograms of all training files will be stored as template for 

each user. Three distance measures (Euclidean distance, 

correlation coefficient and chi-square statistics) were used in 

feature matching step in testing phase. The experiment was 

repeated for fifteen times with different set of training and 

testing face images.  

6. EXPERIMENTAL DESIGN
A publicly available SenthilKumar Face  and Yale face 

databases were utilised to test the performance of Proposed 

graph structure. Yale face database contains 165 grayscale 

face images of 15 individuals. There are 11 images per 

subject. Each subject has face images with different facial 

expression and configuration, included centre-light, with 

glasses, happy, left-light, with no glasses, normal, right-light, 

sad, sleepy, surprised, and wink. Fig.5 shows some preview 

images from Yale face database.  

 

Fig 5. Preview images of Yale face database. 
SenthilKumar Face  database contains 80 grayscale face 

images of 5 individuals. There are 16 images per subject. 

The images were taken at different times, lighting, facial 

expressions (open/ closed eyes, smiling/not smiling) and 

facial details (glasses/no glasses). All the images were taken 

against a dark homogeneous background. Fig.6 shows a part 

of the preview images in SenthilKumar Face  database.  

Fig 6. Preview images of Senthilkumar face database. 

In this experiment, the face images from the databases 

were divided into two: training set and testing set. Four local 

feature operators, that are LBP, LGS, SLGS and proposed 

approach, were used for feature extraction. The operators 

calculated new value for each pixel based on threshold 

neighbours’ pixels. A histogram was generated based on the 

new calculated values. In training phase, the histograms of 

all training files will be stored as template for each user. 

Three distance measures (Euclidean distance, correlation 

coefficient and chi-square statistics) were used in feature 

matching step in testing phase. The experiment was repeated 

for fifteen times with different set of training and testing face 

images. The framework used is depicted in Fig.7.  

Fig 7. The framework of face recognition system. 

In face recognition problem, usually there are large 

amount of classes and only a few, possibly only one, training 

sample(s) per class. Thus, nearest-neighbour classifiers with 

high accuracy are needed. All local features operator, 

including LBP, LGS, SLGS and proposed approach, will 

compute a histogram for the values. So, distance measures 

between histograms are really important component to 

produce high accuracy recognition. Three distance measures 

have been used for histograms comparison (X and Y are 

histograms with i bins): 

Euclidean distance (E): 

E�X, Y� � �∑ �Xi � Yi��
  (1)

 Correlation coefficient (C):  (2) 

C�X, Y� �
∑ �Xi � X���Yi � Y�


���∑ �Xi � X���
 ����∑ �Yi � Y���
 ��

Chi-square statistics (X2): 
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������  (3) 

7. RESULTS
First experiment was conducted to compare the

effectiveness of three different distance measures which are 

Euclidean distance, correlation coefficient and chi-square 

statistics. The experiment used only the  LGS for feature 

extraction algorithm on the SenthilKumar Face  database. 

Table 1 shows the result of the experiment with different 

number of training files.  

Table 1: The accuracy of LGS using different distance 

measures with different number of training files. 

Chi-

square 

% 

Correlation 

cofficient 

% 

Euclidean 

distance 

% 

Training 

files 

% 

97.8633 97.6842 97.6661 10 

98.4628 98.3128 98.2847 20 

98.7889 98.6514 98.6139 30 

99.0508 98.9071 98.8738 40 

99.2475 99.1125 99.0725 50 

99.3800 99.2581 99.2113 60 

99.5008 99.3842 99.3383 70 

99.6113 99.5238 99.4925 80 

99.7675 99.7050 99.6925 90 

Chi-square distance measure gave highest accuracy in all 

different number of training files. At  20% training files, that 

is only one training file for each user, chi-square achieved 

accuracy of 98.46% while Euclidean distance and correlation 

coefficient only achieved accuracy of 98.28% and 98.31% 

respectively. Generally, Chi-square show highest 

performance. The second experiment is to compare the 

performance of the proposed algorithm,  with other well-

known algorithms, LBP, LGS and SLGS on SenthilKumar 

Face  and Yale face databases. Measures used to evaluate the 

performance for all algorithms are Accuracy, False 

Acceptance Rate (FAR) and False Rejection Rate (FRR). 

All of the measures are based on the value of True 

Positive (TP), True Negative (TN), False Positive (FP), and 

False Negative (FN). TP and TN are conditions where the 

system correctly identified and correctly rejected the user 

respectively. The other values, FP and FN, are errors that 

occur in the system. FP is a condition where the system 

incorrectly identified illegal users. The last condition, FN is 

a condition where the system incorrectly rejected genuine 

users.  Accuracy (Formula (4)) is the percentage of a system 

correctly recognises genuine users and correctly rejects 

illegal users. The FAR (Formula (5)) is the percentage of 

illegal or imposter users that are accepted as authentic, 

genuine users. The last measure, FRR (Formula (6)) is the 

percentage of genuine users that are rejected as unidentified 

or unverified by a biometric system. Below are the formulas 

of all measures based on TP, TN, FP, and FN.  

Accuracy: 

��� �
∑ ��� �!�

��� �! "� !�#

$
% 100%  (4) 

 False Acceptance Rate (FAR): 

)�* �
∑ "�

��! "��#

$
% 100%  (5) 

False Rejection Rate (FRR): 

)** �
∑ "!

��� "!�#

$
% 100%  (6) 

The performance measures of the proposed algorithm 

compared with LBP, LGS and SLGS on Senthilkumar and 

Yale face databases are plotted in Figs. (8-10) and Figs. (11-

13), respectively. The graphs show the accuracy, FAR, and 

FRR of LBP, LGS, SLGS  and Proposed approach with 

different number of training files. Proposed approach 

obtained the highest accuracy compared with LBP, LGS and 

SLGS on both databases. The lowest FAR and FRR are 

produced by Proposed approach. 

Fig 8. The measures for accuracy of different algorithms 

with different number of training files on YALE database. 

Fig 9. The measures for FAR of different algorithms with 

different number of training files on YALE database 

 Fig 10. The measures for FRR of different algorithms with 

different number of training files on YALE database 



Fig 11. The measures for accuracy of different algorithms with 

different number of training files on Senthilkumar database 

Fig 12. The measures for FAR of different algorithms with different 

number of training files on Senthilkumar database 

Fig 13. The measures for FRR of different algorithms with different 

number of training files on Senthilkumar database 

8. DISCUSSION AND CONCLUSION
We extended the idea of the graph representation and

proposed a symmetric graph structure. In this approach, the 

graph structure of a pixel in an image has better 

representation with its neighbours’ pixel. Face recognition is 

performed using a nearest neighbour classifier in the 

computed feature space with Euclidean distance, correlation 

coefficient and chi-square as distance measures. From the 

experiment, chi-square produces highest accuracy among 

others. The proposed algorithm and other control algorithms 

were implemented and compared based on Senthilkumar and 

Yale face databases. The databases are very suitable to 

compare face recognition algorithms. The experimental 

results clearly show that the proposed method outperforms 

LBP, LGS and SLGS on Senthilkumar and Yale face 

databases. proposed approach achieved the highest accuracy 

and the lowest FAR and FRR. proposed technique brings an 

innovative and improved way of texture-based image 

recognition. It is very easy to be implemented and yet 

produce very outstanding results. It can be applied to many 

other area of image processing. 
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