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ABSTRACT
The problem of segmentation of a given string to match
a fuzzy pattern is considered in this paper. The fuzzy
pattern is defined as a sequence of fuzzy properties. It
is assumed that each string can match a fuzzy prop-
erty in some measure. Being increasing, decreasing, or
oscillating are examples of fuzzy properties of a numer-
ical sequence. The problem we consider is how to split
the given string (sequence) into substrings (contiguous
subsequences) to match the pattern as well as possi-
ble. This problem can be considered in the frame of the
fuzzy clustering problem that has many applications in
such areas as image processing, bioinformatics, etc. It
can also be viewed as a special case of the fuzzy string
matching problem.
In this paper, we propose the optimal solution to the
fuzzy segmentation problem and consider its applica-
tion to the decomposition of a given function.
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1. INTRODUCTION
The problem of data clustering and pattern recognition
is widely used in bioinformatics and image processing
[1][2]. The latter can be considered as a problem of
grouping elements around certain points of consolida-
tion, which are determined in the process of evaluation
[3]. Due to the difficulties in the precise description of
the cluster in many applications, modern approaches
use fuzzy clusters [4][5][6].
On the other hand, there are a number of approximate
string matching algorithms that solve the string match-
ing problem with a given accuracy [7]. A specific case
of approximate string matching is fuzzy string matching
[8], when pattern is considered as a sequence of values
of a linguistic variable.
The problem we solve in this paper combines aspects
of the fuzzy clustering and fuzzy string matching prob-
lems. More precisely, we consider a fuzzy version of
Bellman’s string segmentation problem [9], where the
problem of splitting a given string into k parts with
elements similar to each other was considered. By con-
trast, we assume that segmentation must be done in
accordance with a sequence of fuzzy properties in order
to best match it. (It is assumed that the resulting seg-
ments do not necessarily have the same length.)
After providing preliminaries, we formulate the fuzzy
segmentation problem and give a dynamic programming
method of polynomial complexity to solve it. As an

application of the proposed algorithm, the problem of
fuzzy decomposition of a function is considered. Finally,
the conclusion summarizes the obtained results.

2. PRELIMINARIES
Suppose (L,∨,∧, 0, 1) is a lattice with the least element
0 and the greatest element 1. We also assume that a
binary operation ⊗ of accumulation is defined on L such
that
(L,⊗, 1) is a commutative monoid and for all a, b, c ∈ L,

a ≤ b =⇒ a⊗ c ≤ b⊗ c.

Let us call the elements of the set L measures.
The fuzzy subset A of the universal set U [10] is defined
by the membership function µA : U → L that associates
with each element x of U a measure µA(x), called the
degree of membership of x in A. A fuzzy subset A in U
can be represented as an additive form

A =
∑
x∈U

x/µA(x).

We say that an element x definitely belongs to A, if
µA(x) = 1, and definitely does not belong to A, if
µA(x) = 0. On the contrary, if 0 < µA(x) < 1, we
say that x belongs to A with degree µA(x).

3. THE FUZZY SEGMENTATION
PROBLEM

Let Σ be an alphabet of symbols. Suppose that we are
given a sequence T [1..n] of symbols from Σ of length n,
called text.
Let Σ∗ be the set of all finite length strings in Σ. Let
us define a fuzzy segmentation symbol (or, briefly, a seg-
mentation symbol) as a fuzzy subset of Σ∗ that allows
measuring strings in the alphabet Σ by elements from L.
For a given segmentation symbol α and a string x ∈ Σ∗,
we say that x matches α with the grade µα(x).
Suppose that we are given a sequence P [1..m] of seg-
mentation symbols of length m, called a fuzzy segmenta-
tion pattern (or, briefly, a segmentation pattern). Given
the text T [1..n] and the segmentation pattern P [1..m],
we define the fuzzy segmentation problem (or, in short,
the segmentation problem) as decomposition

T [1..n] = T [1..j1]T [j1 + 1..j2]. . . T [jm−1 + 1, jm]

(1 ≤ j1 < j2 < . . . < jm−1 < jm = n),

of the string T [1..n] into m substrings

t1 = T [1..j1], t2 = T [j1+1..j2], . . . , tm = T [jm−1+1, jm = n])

that maximizes the value

µP (t1, ..., tm) =

m⊗
i=1

µP [i](ti).
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Denote
µP (T ) = max{µP (t1, ..., tm)| for all decompositions

of T into substrings t1, ..., tm}.

Example: Let us choose the set L of measures to be the
segment [0, 1] of ordered reals with multiplication as an
accumulation. Suppose that Σ={0, 1} and the segmen-
tation symbols α0 and α1 are defined over Σ∗ as follows:
for a string x ∈ Σ∗, the values µα0(x) and µα1(x) are
the relative numbers of 0’s and 1’s in x, correspondingly.
Then, for

T = 101110001101 and P = α1α0α1,

the solution to the segmentation problem is the decom-
position T = t1t2t3, where

t1 = 10111, t2 = 000, t3 = 1101

with µp(T ) = (4/5) · (3/3) · (3/4) = 3/5.

4. SOLUTION TO SEGMENTATION
PROBLEM

The segmentation problem can be solved using the fol-
lowing recurrent equation:

σP (T ) =


1, if m = 0 or n = 0

µP [m](T [1..n]), if m = 1, n > 0

max
1≤k≤n

(
σP [1..m−1](T [1..k − 1])⊗ µP [m](T [k..n])

)
,

if m > 0, n > 0. (1)

Direct programming of this equation leads to an overlap
of sub-problems, so we will use the dynamic program-
ming approach to get a better result. For 0 ≤ i ≤ m,
0 ≤ j ≤ n, denote

s[i, j] = σP [1..i](T [1..j]) ∈ L.

The recurrent equation (1) yields

s[i, j] =


1, if i = 0 or j = 0

µP [i](T [1..j]), if i = 1, j > 0

max
1≤k≤j

(
s[i− 1, k − 1]⊗ µP [i](T [k..j])

)
,

if i > 0, j > 0. (2)

To obtain the optimal segmentation, let us also maintain
the integer value b[i, j], 2 ≤ i ≤ m, 1 ≤ j ≤ n, such that
b[i, j] denotes k that maximizes the measure

s[i− 1, k − 1]⊗ µP [i](T [k..j])

in formula (2). The following procedure represents the
memoization phase (i.e., the calculation of matrices s
and b):
Memoization(P, T)
1 m = P.length, n = T.length
2 let b[2..m, 1..n] and s[0..m, 0..n] be new tables
3 for i = 0 to m
4 s[i, 0] = 1
5 for j = 1 to n
6 s[0, j] = 1
7 s[1, j] = µP [1](T [1..j])
8 for i = 2 to m
9 for j = 1 to n
10 s[i, j] = 0
11 for k = j downto 1
12 r = s[i− 1, k − 1]⊗ µP [i](T [k..j])
13 if r > s[i, j]
14 s[i, j] = r
15 b[i, j] = k
16 return s and b

The s[m,n] component represents the optimal value for
the segmentation problem. The optimal segmentation
of the input string can be constructed on the basis of
table b in the following recursive way:
Print-Optimal-Segmentation(b, i, j )
1 if i == 0 or j == 0
2 return
3 if i==1
4 Print(1, j )
5 else
6 Print-Optimal-Segmentation(b, i-1, b[i, j ]-1)
7 Print(b[i, j ], j )
The initial call to this procedure is Print-Optimal-
Segmentation(b, m, n).

5. ANALYSIS
Three nested loops in lines 8, 9 and 11 lines in the
Memoization procedure run m, n and at most n times,
correspondingly. Under a reasonable assumption that
the value µα(x[k..j]) can be obtained from the value
µα(x[k + 1..j]) in constant time, we obtain O(mn2)
time complexity for the Memoization procedure. The
Print-Optimal-Segmentation procedure obviously has
O(n) time complexity. Thus, the considered solution to
the segmentation problem has O(mn2) time complex-
ity. The procedure requires O(mn) space to store the
L-value table s and the integer-value table b.

6. FUZZY DECOMPOSITION OF A
FUNCTION

There are a number of applications (such as, statistical
analysis, data mining, etc.), in which it is necessary to
split a given function into consecutive parts so that they
would best match some predefined list of properties.
Let us consider one particular case of this problem.
Suppose that a function f is given in the point-value
form, i.e., as a sequence

f : (x1, y1), (x2, y2), . . . , (xn, yn), (3)

of points on the plane, where yi = f(i), 1 ≤ i ≤ n.
Consider the problem of decomposition of the function f
based on a given sequence of the increasing, decreasing
and oscillating properties. To be precise, given a se-
quence of points (3),let us first define the segmentation
symbols inc, dec and osc using the following measure
functions:
• µinc(f) is the relative part of the domain of f, where
it is increasing, i.e.,

µinc(f) =
1

xn − x1

∑
{1≤i≤n|yi+1≥yi}

(xi+1 − xi);

• µdec(f) is the relative part of the domain of f, where
it is decreasing, i.e.,

µdec(f) =
1

xn − x1

∑
{1≤i≤n|yi+1≤yi}

(xi+1 − xi);

• µosc(f) is the relative number of the inflection points
of function f, i.e.,

µosc(f) =
|{2 ≤ i ≤ n− 1|yi−1 < yi > yi+1}|

n− 2
.

For example, if

f : (1, 1), (3, 5), (5, 7), (9, 3), (11, 5),
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then

µinc(f) = (2 + 2 + 2)/10 = 0.6; µdec(f) = 4/10 = 0.4;

µosc(f) = 2/3 ≈ 0.67.

Let us define the set of measures L to be the segment [0,
1] of real numbers with the operation of calculating the
minimum as an accumulation. Given the point-value
form (3) of a function f and the pattern P [1..m] repre-
senting the sequence of properties, define the problem
of decomposition of f as the problem of splitting the
sequence (3) into m parts:

f = f1f2...fm

so that each next part begins at the point where the
previous one ends, in a way that the value

min{µP [1](f1), µP [2](f2), ..., µP [m](fm)}

is maximized.
The diagram in Figure 1 demonstrates the result of ap-
plying the proposed algorithm to the depicted function
and the pattern P=inc.osc.dec.

Figure 1: f is fuzzy increasing in [1..10], fuzzy
oscillating in [10..17] and fuzzy decreasing in [17,
30].

7. CONCLUSION
The problem of segmentation of a given string according
to a fuzzy pattern, which has applications in image pro-
cessing and bioinformatics, is considered in this paper.
A polynomial algorithm using the dynamic program-
ming approach is suggested to solve this problem. The
problem of decomposition of a given function based on
a given list of properties is considered as an application
of the proposed algorithm.
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