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ABSTRACT 
The active study of random block-hierarchical networks in 

various fields of science highlights the problem of 

recognition and retrieval of the block-hierarchical structure 

in real networks, which are represented in an adjacency 

matrix form. This paper presents the usage of machine 

learning methods for analyzing structures of adjacency 

matrices of random networks for that purpose. 
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1. INTRODUCTION
In various fields of science, the number of so-called complex 

systems is increasing. Among them are biological systems 

(in particular, biopolymers, DNA, RNA, proteins), technical 

systems, social, economic ones and others. In the 1960s P. 

Erdős and A. Rényi came up with a suggestion to use 

probabilistic methods in the modeling of complex systems, 

by representing them as networks, in which the elements of 

the system are nodes and their interactions are links. The 

network is called random, if any connection in it appears due 

to a certain probabilistic rule. Henceforth we will examine 

only non-directed networks, which do not have self-

references and multiple bonds. Erdős and Rényi suggested a 

model of random network with two parameters: the number 

of nodes   and probability  , which defines the existence of 

connection between any 2 nodes of the network. Apart from 

the studies of classical random Erdős-Rényi networks, the 

investigation of other classes of networks has become 

interesting – “small-world” and “scale-free” networks with 

their own special characteristics [1][2]. 

In the last decade a quite different class of random networks 

was introduced, called block-hierarchical. It turned out this 

class of networks can be applied to the modeling of different 

biological structures ranging from proteins to networks of 

neurons [3][4]. Different subclasses of random block-

hierarchical networks were defined – regular, irregular, 

HMN1, HMN2 and others [4-6]. 

In the paper the block-hierarchical structure recognition 

problem is formulated, regular and irregular block-

hierarchical networks are defined, the special structure of 

their adjacency matrices are described and the use of 

machine learning techniques for recognition problem is 

represented. In addition, there are some analysis of 

suggested solutions and results of their testing.

2. BLOCK-HIERARCHICAL

STRUCTURE     RECOGNITION 

PROBLEM 
Adjacency matrices of block-hierarchical random networks 

have a special structure due to the way of their construction. 

That structure highlights the fact that nodes of these 

networks are grouped in blocks (clusters, subnets), which 

form a hierarchy. It is an interesting problem to identify the 

block-hierarchical structure in adjacency matrices of real 

complex systems, which are modeled as random networks, 

of course, if they have it. The mentioned problem can be 

split into two parts: 

 Recognition Problem. Identify if the given adjacency

matrix has a block-hierarchical structure, either regular

or irregular.

 Clearness Problem. If not, then measure how much it

differs from a possible block-hierarchical structure.

Also, find so-called “bad” links – ones that do not

correspond to the mentioned structure.

If we find a way to recognize the block-hierarchical structure 

in a real network, then we can apply the results of studies of 

block-hierarchical random networks to them. Such studies 

include an analysis of their topological properties - node 

degree distribution, node-node distance distribution, the 

distribution of the clustering coefficients of the nodes, cycle 

length distribution, length distribution of the connected 

subnetworks, network diameter, etc. The automated system 

Extended Random Network (xRandNet) is developed based 

on the needs of random networks research and is aimed at 

efficient study, especially block-hierarchical ones [7][8]. 

Now there are published results of several studies of Regular 

Block-Hierarchical and Irregular Block-Hierarchical models 

done using xRandNet system [9][10]. 

3. RANDOM BLOCK-HIERARCHICAL

NETWORKS

3.1. Regular block-hierarchical networks
Let us start from the definition of random regular or 

regularly branching block-hierarchical networks [3][5]. Let 

  and   be natural numbers,    . For the given   and   a 

class of regularly branching block-hierarchical networks 

  is defined as follows. The number of nodes in the 

network           is   . The network is constructed by 

levels. On every new level          new clusters 

(subnets) are formed by connecting some clusters formed on 

the previous level. Probability of connection of clusters is 

. Connection of clusters, of course, causes 

addition of new links in the network     . In this paper “all 

to all” connection type is discussed, which means that 

connection of clusters formed on the previous level causes 

addition of links between all nodes from both clusters. Let 

 be the adjacency matrix of      network. One can see 

that in matrix      there are              matrix blocks 

with 1 or 0 values. In Figure 1 regular block-

hierarchical network  and its adjacency matrix      are 

shown. 
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3.2. Irregular block-hierarchic networks 
Now random irregular block-hierarchic networks can be 

described as a generalized case of regular ones. For an 

irregular case the construction of a network differs from the 

regular case by  

forming on each level not exactly   clusters, but a number of 

1 to  , which is chosen in a probabilistic way [6]. 

Fig․ 1. Regular block-hierarchical network with its (1) 

clustered view, (2) nodes and links view, (3) adjacency matrix  
view. 

It is obvious, that for irregular block-hierarchical networks, 

the parameters   and   do not exactly define the number of 

nodes and branching pattern. So, in this case network is 

defined by giving count of nodes  , one of   and   

parameters and also branching information. In Figure 2, the 

irregular block-hierarchical network and its adjacency matrix 

are shown. 

Fig․ 2. Irregular block-hierarchical network   with its (1) clustered 

view, (2) nodes and links view, (3) adjacency matrix   view. 

4. RECOGNITION OF BLOCK-

HIERARCHICAL STRUCTURE
Since one can see that the network is block-hierarchical 

looking at its adjacency matrix, this paper treats the latter as 

an image, which allows the use of known image handling 

techniques.

4.1. Recognition Problem 
Recognition Problem in machine learning terminology can 

be formulated as an image classification problem with 3 

classes: 

 “regular” class (for regular block-hierarchical network),

 “irregular” class (for irregular block-hierarchical

network),

 “other”.

For the mentioned problem Convolutional Neural Networks 

(CNNs) are used [11]. In Figure 3 the architecture of the 

model is shown. 

Fig. 3. The architecture of the model. 

Unlike the traditional CNN, this architecture uses 2 

branches: one for only min poolings and the other for max 

poolings. The intuition behind it is to avoid losing an 

amount of information using only one branch with min or 

max pooling.  

Described model’s training quality depends on having well-

formed training data for each class – “regular”, “irregular” 

and “other”. The automated system xRandNet makes it 

possible to effectively generate regular and irregular block-

hierarchical networks with different      and   parameters 

and save them to files as adjacency matrices [7][8][10]. It is 

obvious, that the latter matrices will cover training data for 

the first two classes – “regular” and “irregular”. 

Training data for the “other” class is formed in several ways: 

(1) by randomly adding “bad” connection to the generated

block-hierarchical networks,

(2) by removing some connections from the generated

block-hierarchical networks,

(3) by generating random networks of classical models -

Erdős-Rényi, Watts-Strogatz, Barabási-Albert, etc.,

using the automated system xRandNet.

4.2. Clearness Problem 
Clearness Problem can be solved with unsupervised learning 

technique called denoising autoencoder [12]. As it is known, 

autoencoder consists of encoder and decoder parts, where the 

encoder is responsible for reducing the dimensionality of 

input data by encoding it to a lower dimension, and the 

decoder - for decoding the output of the encoder to the same 

dimension as the input data. In formal: 

  ‖          ‖

where function  conforms to the encoder part, and – to

the decoder part. Therefore, the goal is to find such   and 

that the output of autoencoder is very close to the input. 

In denoising autoencoders it is necessary to add “noise” to 

the input data and choose such   and   that the difference of 

the “clear” data and the output of the model on “noisy” data 

is minimum. 

For the Clearness Problem the “bad” connections are treated 

as “noise”, which lets us train a denoising autoencoder on 

the (1) and (2) adjacency matrices mentioned above, which 

are generated to meet “other” class in Recognition Problem. 

5. ANALYSYS OF THE SOLUTION
Some testing results of the described techniques for block-

hierarchical networks are represented in this section. 

Experiments were performed on a machine with an Intel 

Core i7 4500U processor running at 2.40 GHz, 8 GB of 

RAM. 

One can see network parameters, training and testing data 

information and appeared accuracy on the test data in Table 

1. Let us mention, that:

 Training data for the Recognition Problem contains an

equal number of data points for each class - regular and

irregular.

 Training data for the Clearness Problem contains

matrices with “noise” for each class - regular and

irregular.
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Table 1. Network parameters are   for “regular class” 

and   for “irregular class”, training and testing data points 
and appeared accuracy. 

Training 

data 

Testing 

data 

Accuracy 

(%) 

Recognition 

Problem 
84 000 36 000 93.6 

Clearness 

Problem 
28 000 12 000 96.1 

Looking at Figure 4, accuracy growth is obvious during the 

training process for both – Recognition Problem and 

Clearness Problem. 

(1) 

(2) 

Fig. 4. Accuracy growth during the training process for the (1) 
Recognition Problem and (2) Clearness Problem. 

Two examples of networks with and without noise, model 

output and model input-output differences are shown in 

Figure 5. 

Fig. 5. Two examples of networks from “regular” class (1) with 
added “noise” (input matrices), (2) without the “noise”, (3) output 

of the model for input matrices, (4) differences between input and 

output. 

6. FUTURE GOALS

In some cases, a real network’s adjacency matrix at first 

sight does not have a block-hierarchical structure, therefore, 

the suggested method will classify the latter matrix as 

“other”. But simple re-enumeration of nodes can form an 

isomorphic matrix, in which the block-hierarchical structure 

will appear. Problem stands to find such an algorithm. 

So, in addition to Recognition Problem and Clearness 

Problem, Isomorphism Problem can be formulated: identify 

if the given adjacency matrix or an isomorphic one has a 

block-hierarchical structure, either regular or irregular. 
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