
 

     Model of Generative Network Attack 
 

 

Timur V. Jamgharyan  

National Polytechnic University of Armenia  

Yerevan, Armenia 

e-mail: t.jamgharyan@yandex.ru 

Vahe H. Ispiryan  

National Polytechnic University of Armenia  

Yerevan, Armenia 

e-mail: vaheispiryan4@gmail.com 

 

 
Abstract — This paper considers the application of attacks 

from the base layer of a data transmission network using a gen-
erative model. A make decision on the expediency of an attack 
on a network infrastructure based on a generative model has 
been developed. As a tool for statistical analysis of a generative 
model used Pearson's goodness-of-fit criterion. The calculation 
results demonstrate the principal possibility of applying the 
Pearson goodness-of-fit criterion for making a decision on the 
use of a generative model for an attack on a network infrastruc-
ture. Internet Exchange Point (IXP) analysis statistics were used 
to train the generative model. 
     Keywords—generative model, generative adversarial net-
works, complex event, Pearson's goodness-of-fit criteria, net-
work infrastructure, intrusion detection system 

I. INTRODUCTION  

 With the development of generative adversarial network 
(GAN) technology, the issue of using GAN to protect and 
attack network infrastructure becomes relevant. The network 
security architecture is built on proven solutions and is gov-
erned by security policies [1]-[2].Depending on the built threat 
model for each type of network, a risk management model is 
form and critical objects of the network infrastructure are 
structured. It should be notes that network security solutions 
that can successfully applied to one type of network are not 
always suitable for another type of network [3]. As the bound-
aries of physical, virtual and software-based networks shrink, 
the “attack surface” [4] continues to grow. This is especially 
noticeable in the field of machine-to-machine communica-
tions (M2M) and high-load system [5]. Тhere are different use 
cases for GANs for different aspects of security, but the prob-
lem of evaluating the use of the GAN as a tool for attacks from 
the network core has not been considered [6]-[7]-[8]. The 
purpose of the article is to develop a model for assessing the 
use of generative adversarial network (GAN) for attacks on 
network infrastructure. To achieve this goal, the following 
tasks have been solved in the article: the issue of training the 
GAN for attacking the network infrastructure from the 
network core level and building a model for making a decision 
on the use of the GAN.  

The concepts of building threat models that exist today are 
mostly deterministic. That is, the scenarios used with certain 
input data (methods of influencing the network infrastructure), 
which the attacker performs, generate the corresponding type 
of attack at the output, which makes it possible to build appro-
priate templates (rules) for intrusion detection systems.  

This property is intrusion detection system a vulnerability 
of the. Building a secure perimeter against these types of at-
tacks is especially important if an attacker attacks the internal 
network from the base level (network core) using a generative 
adversarial network. 

 It was 2014, Ian Goodfellow introduced the concept [9] of 
generative adversarial networks, which allow you to create ob-
jects similar to the original (images, photographs, music) with 

varying degrees of veracity. However, in the field of generat-
ing false traffic, this approach has not yet become widespread. 
With the advancement of generative adversarial networking 
technology, the roles of machine-to-machine attacks and gen-
erative adversarial networks (GAN) are becoming increas-
ingly important as attack and defense tools  

 Accordingly, the problem of assessing and neutralizing 
the threat proceed from the attacker using the GAN as an at-
tack tool is urgent. This research explores the possibility of 
using the GAN as attacking tool for a core-level network at-
tack (attack from the provider side) [10]-[11]-[12]. 

II. TERMS AND DEFINITION 

A.  Basic concepts of generative adversarial networks 

 Concept of generative adversarial networks invented in 2014 
by Ian Goodfellow. 

 Definition 1: Generative adversarial network (GAN) is an 
algorithm based on a combination of two neural networks, 
whose main purpose is to generate objects, which are similar 
to the specified samples. 

 the generating network G (generator) creates (generates) 

objects of a specified structure, 

 the discriminating network D (discriminator) draws 
conclusions about the similarity of the generated and 
true objects [9]-[13]-[14]. 

B.  Mathematical statistics 

Definition 2: Pearson criterion (��) — used to test the hy-
pothesis about the correspondence of the empirical distribu-
tion to the assumed theoretical distribution �(�) with a large 
sample size. The criterion is applicable for any kind of func-
tion  �(�) [15]-[16]. 
  The criteria universal. 

     �� = � 	     (
�����   −    
����  )�      

�����              (1)

�

���
 

where:   
����� = � �(�)��������  the estimated probability of 

hitting the i-th interval; 
���� = ���  empirical value;  ��  —  !-th interval elements number sample;   � —summary number of elements. 
Definition 3: The zero hypothesis is the default assump-

tion that there is no relationship between two observed events 
[17]. 

Definition 4: The competing hypothesis is the opposite 
hypothesis to the zero hypothesis [17]. 
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C. Information Security 

Definition 5: The Dolev-Yao model is a formal model 
used to prove the properties of interactive cryptographic pro-
tocols [18]. 

 
 Attacker capabilities according to the Dolev-Yao model 

 Is an authorized network user; 

 Can send messages to any user from any other user; 

 Can receive any message transmitted over the network; 

 Can become a party receiving messages from any trans-
mitting party. 

Restrictions for attacker 

 Cannot guess random numbers chosen from a suffi-
ciently large set; 

 Cannot decrypt without having a key, or correctly en-
crypt a message provided that some ideal encryption al-
gorithm is used; 

 Cannot find the private key by the public key (when us-
ing a public key cryptosystem); 

  Access to internal resources such as user memory or 
hard drive — denied. 

Definition 6: A computer attack is an attempt to destroy, 
disclose, alter, block, steal, unauthorized access to an asset or 
its unauthorized use [19]. 

Methods for detecting attacks 

  The abuse detection — assumes the presence of attack 

signatures. The main disadvantage is the inability to de-

tect new or unknown attacks [20]. 

  The anomaly detection — based on behavior profiles. 
Any deviation from the profile is an attack. Threat levels 
are assigned based on the severity of the vulnerability 
on a scale from 0 to 10 [20]-[21]. 

D. Big Data 

Steps for Data analysis process [22]  

 Collecting data 

 Preprocessing Data 

 Analyzing and Finding Insights 

 Insights Interpretations 

 Storytelling  

III. ATTACK PARAMETERS 

 Various models of development and construction of net-
work infrastructure presented in [23]-[24].The research start-
ing point of the model presented in [24].The attack model is 
on the assumption that the attacker has the abilities described 
in the Dolev-Yao threat model. A statistical analysis model 
(abnormal behavior registration model) will be used as an in-
trusion detection system. Large deviations of local character-
istics from global ones will be a sign of anomalies in the data 
flow [20]. The possibility of using the generative model is 
calculated based on the Pearson criterion. For a successful at-
tack, the generative model must process and generate such a 
volume of data with specified functions so that for the impos-
sibility of detecting an anomaly in the network infrastructure, 
the �� criterion is less than the specified significance level. 
The model does not uses competing hypotheses. If false data 
entered into the network infrastructure contradicts the null hy-
pothesis, the attack will be detected [16]. An anomaly in the 

network infrastructure will be detected when�� " ��� . It is 

also possible to use the fact that false network traffic increases 

the overall entropy as an anomaly detection mechanism. To 
develop a model of a generative attack on a network infra-
structure, the following notation and abstractions, as well as 
the OSI (Open System Interconnection) model, are used [25]-
[26]-[27].  Μ — true datasets about a system. 

                 

         $m(�), m(�), m('), … … , m)* ∈ M                      (2) 

where:  m(�)  physical layer devices dataset,  m(�)  data link layer protocols dataset,  m(')  network layer protocols dataset,  m(-)  transport layer protocols dataset,  m(.)   session layer protocols dataset,  m(/)  presentation layer protocols dataset,  m())   application layer protocols dataset,  Q       datasets, that the GAN must generate. 
Condition 1: the false datasets generated by the generative 

model approximately congruent to the true dataset. 

                                  Q ≅ M                                    (3) 
Condition 2: for any dataset the generative model gener-

ates a dataset of approximately matching with a dataset that 
does not contradict Pearson's goodness-of-fit criterion 

                                                      2M34  ≅ Q345 ∈ Χ�
                             (4) 

where: m78 — i-th sign of k-th the protocol of this layer of the 

OSI model,  q78 — i-th generated sign of the k-th protocol of a given layer 

of the OSI model. 

 The results of a generative model attack, GAN generate a da-

taset (based on existing datasets), as a result of which the net-

work infrastructure goes into a state of instability [28] (a hid-

den attack on availability). The generated dataset goes 

through a set of Bayesian filters and a 5-steps data analysis 

process [29]. 
 The dataset generated by the generative model must sat-

isfy the following conditions 

 will meet the likelihood criterion [28], 

 does not increase the entropy of the system, 

 will meet the Pearson's goodness-of-fit criterion, 

 will be perceived by the system as a reliable data. 
 

IV.  ATTACK CONCEPT 

   

 

  

       

          

 
 

 

 
 

 

    Fig. 1. Scheme of an attack on a network infrastructure using a  
                generative adversarial network 

    

GAN 
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   Figure 1 introduces the following notation: 

                             — network core, 

      IDS — intrusion detected system, 

      R, S — border device (border router, border encrypt  

    device). 
                                
A. Attack description      

An attacker must carry out man-in-the-middle and traffic 
analysis attacks having captured a large amount of traffic. 
Based on the generative model, the attacker begins to inject 
false traffic into the network core. The attack goal is the avail-
ability of S, R devices and train the intrusion detection system 
to be immune to false traffic. This attack on edge devices (S, 
R) is possible even when using virtual private network (VPN) 
technology, since the attacker has access to the network core. 
An attacker based on the generative model can generate a 
large number of packets that are almost identical to the true 
traffic, and edge devices will spend computing resources pro-
cessing headers and only then drop the packet (due to mis-
match of secret identifiers: passwords, keys, certificates). 

The dataset for input to the system must be formed on the 
basis of the analysis of many criteria, and their interaction is 
complex events [30]. 

 
B. Decision Algorithm 

1. Determination of the set of known true datasets M, 

2. Creation of a generative model of datasets, correlating 

with a given degree of likelihood with M, 

3. Making a decision to carry out an attack based on the 

Pearson's goodness-of-fit criterion. 

  Meets the Pearson criterion — the attack is expe-

dients (input into the system of datasets generated 

by the generative model); 

  Does not meet Pearson criterion — the attack is 

not undesirable. 

V.  IMPLEMENTATION 

  Assessing the feasibility of carrying out an attack based 
on a generative model. 

 Number of empirical distributions — 4. 
 All calculations were carried out taking into account the 

correction for the continuity of the characteristics to the in-
put/output data. Differences between two distributions can 

considered significant if :����  reaches or exceeds :�.�.�  and 

even more reliable if :����  reaches or exceeds :�.��� [29]. 

     The datasets are obtained through statistical analysis of 
core network traffic. 
     Statistical calculations were in the IBM SPSS Statistics 
software environment [30]. 
 IDS software environments “Snort” and “Suricata” have 
been used as a "trainable" intrusion detection system [31]-
[32]. 

        We introduce the following notation 

 N — sampling from datasets, 

 =>����>?@  — ��critical values, 

 fBCD — empirical frequencies, 

 fEFBGH — theoretical frequencies, 

 �� =    (IJKL�IMNJOP)Q
IMNJOP , 

 �—frequency of generation of datasets. 
 

   The tables 1, 3 present datasets for creating a generative 
model. Tables 2, 4 show the results of calculations based on 
datasets from tables 1, 3 for constructing a generative model. 

 

TABLE 1 

FIRST DATASET FOR GENERATIVE MODEL  

 R�(�)
 R�(')

 R�(-)
 R�(.)

 

13.25 13.30 14.30 12.30 

 13.40 13.80 14.10 12.60 

12.30 12.46 19.80 15.60 

12.65 12.50 18.30 15.60 

12.60 14.10 12.60 14.30 

13.30 14.20 12.30 14.90 

14.50 13.20 13.20 21.90 

                                       

TABLE 2 

RESULTS OF CALCULATION FOR DATASETS 

 FIRST GENERATIVE MODEL 

fBCD fEFBGH |∆fBCD�EFBGH|  �� 

13.25 12.31 0.94 0.071 

13.30 12.51 0.79 0.05 

14.30 13.99 0.31 0.007 

12.30 14.34 2.04 0.29 

13.40 12.48 0.92 0.068 

13.80 12.69 1.11 0.097 

14.10 14.19 0.09 0.001 

12.60 14.54 1.94 0.259 

12.30 13.93 1.63 0.191 

12.46 14.16 1.70 0.204 

19.80 15.84 3.96 0.99 

15.60 16.23 0.63 0.025 

12.65 13.67 1.02 0.076 

12.50 13.90 1.40 0.141 

18.30 15.54 2.76 0.49 

15.60 15.93 0.33 0.007 

12.60 12.41 0.19 0.003 

14.10 12.62 1.48 0.174 

12.60 14.11 1.51 0.162 

14.30 14.46 0.16 0.002 

13.30 12.66 0.64 0.032 

14.20 12.88 1.32 0.135 

12.30 14.40 2.10 0.306 

14.90 14.76 0.14 0.001 

14.50 14.54 0.04 0 

13.20 14.79 1.59 0.171 

13.20 16.53 3.33 0.671 

21.90 16.94 4.96 1.452 
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 Result: =>����>?@� =28,869    =>����>?@�  =34,805 :����  = 6,076 

    Since :����  is less than the critical value, the differences 

between the distributions are not statistically reliable. The use 

of a generative model using a dataset with the frequencies in-

dicated in table 1 is impractical and the attack will not achieve 

a result.                             

   That is, that dataset of captured valid (true) traffic is not 

suitable as input for the generative model. 

    It is necessary to either increase the sample size or change 

the base input dataset. 

    Figure 2 shows a graph of the dependence of the frequen-

cies of empirical and theoretical datasets and the calculation 

result �� 

 

     Fig. 2. Plot of the dependence of the frequencies of empirical and               
theoretical datasets and the result of the calculation �� 
 

TABLE 3 

SECOND DATASET FOR GENERATIVE MODEL 

 

R�(�)
 R�(')

 R�(-)
 R�(.)

 

22.95 32.04 52.60 49.20 

6.365 16.125 23.50 48.30 

35.30 29.323 46.40 16.40 

85.20 34.372 35.60 24.60 

7.362 16.656 24.50 13.20 

19.23 55.24 49.20 45.50 

23.54 22.95 77.30 13.40 

 
TABLE 4 

RESULTS OF CALCULATION FOR DATASETS 

 SECOND GENERATIVE MODEL 

 fBCD fEFBGH |∆fBCD�EFBGH|  ��
 

 22.95 33.84 10.89 3.504 

32.04 34.99 2.95 0.249 

52.60 52.32 0.28 0.002 

49.20 35.65 13.55 5.15 

6.365 20.35 13.985 9.611 

16.125 21.04 4.915 1.148 

23.50 31.46 7.96 2.014 

48.30 21.44 26.86 33.65 

35.30 27.50 7.80 2.212 

29.323 28.43 0.893 0.028 

46.40 42.52 3.88 0.354 

16.40 28.97 12.57 5.454 

85.20 38.80 46.40 55.489 

34.372 40.11 5.738 0.821 

35.60 59.99 24.39 9.916 

24.60 40.87 16.27 6.477 

7.362 13.32 5.958 2.665 

16.656 13.77 2.886 0.605 

24.50 20.59 3.91 0.743 

13.20 14.03 0.83 0.049 

19.23 36.51 17.28 8.179 

55.24 37.75 17.49 8.103 

49.20 56.45 7.25 0.931 

45.50 38.46 7.04 1.289 

23.54 29.61 6.07 1.244 

22.95 30.61 7.66 1.917 

77.3 45.78 31.52 21.702 

13.4 31.19 17.79 10.147 

 
Result =>����>?@� =28,869    =>����>?@� =34,805 :���� = 193,653  

  Figure 3 shows a graph of the dependence of the frequencies 

of empirical and theoretical datasets and the calculation result 

�� 

 

       Fig. 3. Plot of the dependence of the frequencies of empirical and                     
theoretical datasets and the result of the calculation ��   
 

 Since :����  exceeds the critical value, the discrepancies 

between the distributions are statistically reliable. 
   That is, the use of a generative model using a dataset 

with frequencies based on the data indicated in Table 2 is ex-
pedient and the attack, other things being equal, will be effec-
tive. 
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VI.  CONCLUSIONS 

  The developed model makes it possible to assess the fea-
sibility of using the generative model as a tool for attacking 
the network infrastructure from the network core level and to 
make appropriate adjustments to the threat model. These at-
tacks are relevant at the level of peering exchange points be-
tween communication providers (ISP, Internet Service Pro-
vider). This model is also used to "train" intrusion detection 
and prevention systems in next-generation attacks based on 
generative models. Based on the model, a set of rules was de-
veloped for the open source intrusion detection system Snort 
and Suricata, which, in combination with the SIEM (Security 
Information and Event Management) system, allow switching 
to high security mode when moving from a "standard" attack 
"to attacks using generative network. 

The model allows at the network core level to detect 
changes in the average entropy value for large accumulated 
data sets. 

GAN is developed using the Scikit-learn library in the Py-

thon programming language. 
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