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Abstract—The paper focuses on the construction of 
information models for the technical energy systems' 
functioning. This is an urgent problem that arises in applications 
when describing the dynamics of systems of the "input-output" 
type. Constructive algorithms for solving typical inverse 
problems arising when evaluating the reliability of power 
systems are implemented. The scientific novelty of the work is 
due to the use of new methods based on nonclassical Volterra 
integral equations of the first kind as applied to the identification 
and automatic control problems in describing the nonlinear 
dynamics of technical equipment of a large electric power 
system. The results of a computational experiment are presented. 
They confirm the accuracy of the developed computational 
algorithms, sufficient for practical application. 

Keywords—Volterra series, modeling of nonlinear dynamical 
systems, heat power engineering. 

 

I. INTRODUCTION  
At present, there is a wide range of tools for the study of 

nonlinear dynamic systems. Several types of software can be 
distinguished, depending on the level of formalization of the 
problems considered by the researcher. As noted in [1], the 
most popular are packages of universal systems based on the 
visual principle of modeling, for example, MatLab Simulink, 
MvStudium. This is due to the successful combination of the 
advantages of computer mathematics systems, in which the 
program code is formed using symbolic mathematical records, 
and systems for modeling highly specialized processes in a 
specific area of knowledge, in which the computer model is 
implemented using the corresponding universal basic 
components. 

The analysis of scientific and technical literature shows 
the relevance of software development for modeling dynamic 
systems using the Volterra integro-power series [2]. The 
VoltaireXL program of the Microwave Office 2000 system is 
well known. It uses the Volterra series theory to analyze the 
transient modes of electronic circuits in the frequency domain 
[3]. However, no universal software has yet been created for 
the application of this mathematical apparatus in the time 
domain [4]. It seems surprising that there are no mathematical 
modeling tools based on Volterra polynomials in the libraries 
of modern programming systems. This is largely due to the 

complexity of the problem of identifying Volterra kernels. 
Therefore, researchers create authoring software written in a 
high-level programming language, in particular C++, Pascal, 
Fortran. Although this approach is quite laborious, it 
nevertheless allows the implementation of universal modules 
that will be in demand when describing various technical 
systems. In this regard, packages are being developed (see, for 
example, [1,5-7]), the algorithmic implementation of which is 
based on the author's techniques. 

This paper describes an approach to modeling the 
nonlinear dynamics of heat-and-power objects using the 
theory of non-classical Volterra integral equations of the first 
kind [8, 9], the application of which allows one to construct 
effective computational algorithms in real time. This work 
continues the research that began in [10-12]. The text of the 
paper is organized as follows: Section 2 contains information 
on the dynamic system and simulation models for describing 
the nonlinear dynamics of thermal power equipment with 
vector input signals. Section 3 describes the experimental 
procedure for the formation of a training sample, based on 
which the identification of Volterra kernels is performed, the 
methodology for constructing integral models based on the 
quadratic Volterra polynomials, and the results of computer 
simulation. Section 4 gives a perspective on future workings. 
Finally, Section 5 discusses the main results. 

 

II. SYSTEM DINAMICS AND SIMULATION MODELS 
The traditional modeling approach involves the use of 

differential equations based on information about the physical 
nature of a dynamic object. In particular, in the case of a linear 
dynamic system, the input signals ( )x τ  of which consist of 
control 1( )x τ  and external 2 ( )x τ  influences, the simulation 
model can be represented as follows: 

1 2 0( ) ( ) ( ) ( ) ( ) ( ), [ , ],z A z B x x Tτ = τ τ + τ τ + τ τ∈ τ  (1) 
( ) ( ) ( )y G zτ = τ τ , (2) 

where τ  is the time, ( ) nz Rτ ∈  is the phase vector, 1( )x τ  is 
the r -dimensional vector of control input, 2 ( )x τ  is the n -
dimensional vector of measured external signals, ( )A τ , ( ),B τ  
and ( )G τ  represent, respectively, the square ( )n n×  and 
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rectangular ( )n r× , ( )m n×  matrices of parameters, ( )y τ  is 
the m -dimensional vector output. A model of the form (1), 
(2) can be transformed into the "input-output" type model. 
Indeed, assuming that all elements ( )A τ , ( )B τ , ( )G τ , 

1( ),x τ  and 2 ( )x τ  belong to the space of real continuous 
functions, we write the solution to (1) in the form  

0 0

0 0 1 2( ) [ , ] ( ) [ , ] ( ) [ , ] ( ) ,z Z z H s x s ds X s x s ds
τ τ

τ τ

τ = τ τ τ + τ + τ∫ ∫  (3) 

where [ , ] [ , ] ( ),H s X s B sτ = τ  and [ , ]X sτ  denotes the 
normalized fundamental matrix of the homogeneous part of 
the equation (1). For 0 0τ = , 0( ) 0x τ = , from (2), (3), we 
obtain the Volterra integral equation of the first kind 

1 1 2 2
0 0

( ) ( , ) ( ) ( , ) ( ) , [0, ],y K s x s ds K s x s ds T
τ τ

τ = τ + τ τ∈∫ ∫  (4) 

where 1( , ) ( ) [ , ]K s G s H sτ = τ , 2 ( , ) ( ) [ , ]K s G s X sτ = τ  are 
interpreted as impulse-transient functions. A model of the 
form (4) is used when there is no a priori information on the 
(physical) structure of the dynamic system. In the case of a 
nonlinear stationary dynamical system (the transient 
characteristics of which do not explicitly depend on time), 
instead of (4), we have a model in the form of a finite segment 
of the N -th degree (polynomial) of the Volterra functional 
series 

1...1 1 1
1 10 0

( ) ... ( ,..., ) ( )
m

mN

m i i
m i

y K s s x s ds
τ τ

= =

τ = τ − +∑ ∏∫ ∫    

2...2 1 2
10 0

... ( ,..., ) ( )
m

m

m i i
i

K s s x s ds
τ τ

=

+ τ − +∏∫ ∫   (5) 

1..12..2 1 1 2
1 10 0

... ( ,..., ) ( ) ( )
p q

p q

m i j i j
p q m i j

K s s x s x s ds ds
τ τ

+ = = =

+ τ − τ −∑ ∏ ∏∫ ∫ , 

where [0, ]Tτ∈ . This paper considers the nonlinear dynamics 
of the local section of the steam-water path of the power unit 
of Nazarovo power plant, which includes an 80-KTC-1 
condenser and a low-pressure heater. A change in the cooling 
water flow 1( ) ( )wx Dτ ≡ ∆ τ  and a change in the steam flow 

2 ( ) ( )sx Dτ ≡ ∆ τ  passing through the condenser are selected as 
input signals. The output signals are the pressure deviation 

p∆  in the condenser, deviation of the water temperature 1t∆
at the outlet of the condenser, and 2t∆  at the outlet of the low-
pressure heater. The initial values of the input and output 
signals are 0 4359p =  Pa, 

01 15.20t = ºC, 
02 59.19t = ºC, 

0
11562.2wD =  kg/s, and 

0
51.46sD =  kg/s, correspondingly. 

Figure 1 shows the block diagram of the simulated dynamic 
systems. Designations IM-I, IM-II, IM-III denote blocks for 
constructing integral models based on Volterra polynomials 
(5) at 2N =  and the input signal 

( ) ( ( ), ( )) .T
w sD D D∆ τ = ∆ τ ∆ τ  The block diagram of the 

simulation model (SM) contains data sets ( ( ), ( ))D p∆ τ ∆ τ , 

1( ( ), ( ))D t∆ τ ∆ τ , 2( ( ), ( ))D t∆ τ ∆ τ  for the selected section of 
the steam-water path, required for the construction and 
verification of integral models. The simulation model is a 
development of the model of the power unit of the Irkutsk 
Irkutsk Central Heating and Power Plant (CHPP-10) [13] and 

includes about one hundred algebraic-differential and five 
hundred algebraic equations with closing relations. 
 

 
 

Fig. 1. Block diagram of dynamic systems simulation. 
 

III. METHODOLOGY AND RESULTS 

A. Motivation 
Let us briefly consider some software packages for modeling 
dynamic systems using the Volterra series method in the time 
domain. Basically, they are aimed at solving the problem of 
identifying the transient characteristics of a specific dynamic 
object to monitor the response to arbitrary test signals. In 
particular, in [14], a description of the "Tools of Identification 
Nonlinear Dynamic Objects" package is given. It consists of 
blocks for modeling, identification, setting the initial 
parameters, and filtering external noise in the data. The 
instrumental environment for identifying nonlinear dynamic 
objects was developed in MatLab Simulink using Volterra 
polynomials of the second and third degrees [15]. There, a 
software tool for parallel computing is implemented in the 
Java language to improve performance. These software 
systems were tested for indirect diagnostics of the air gap 
between the rotor and the stator of a reluctance motor [16,17]. 
Diagnostic algorithms are based on the results of identifying 
the diagonal values of Volterra kernels characterizing the 
technical object dynamics. 

Based on the analysis of the functional capabilities of 
existing software tools and scientific and technical literature 
on the use of the Volterra series tool, it is possible to formulate 
some promising research areas in which the use of computer 
modeling tools is effective: 

- test diagnostics of the technical condition of the object, 
- monitoring the object's response to input influences in 

the investigated range of values, 
- automatic control of nonlinear dynamics of an object to 

correct input disturbances. 
In this paper, we apply a modeling technique based on 

Volterra polynomials. It consists of the stage of solving the 
identification problem and building the information model of 
the object and the stage of identifying the input actions, which 
arises in the problem of automatic control of technical objects. 
 

B. Data Generation 

To construct three quadratic Volterra polynomials of the form 
(5) at 2N =  with responses ( ) ( )Iy pτ ≡ ∆ τ , 1( ) ( )IIy tτ ≡ ∆ τ , 
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2( ) ( )IIIy tτ ≡ ∆ τ , describing the response of the dynamic 
systems IM-I, IM-II, IM-III from Figure 1, we carry out two 
series of tests of the form  

( ),( ) ( ) ( ) , 0 , 1, 2,l l mx e e T m
ω
τ = α τ − τ −ω ≤ ω ≤ τ ≤ =  (6) 

where ( )e τ  is the Heaviside function, ,1 ,2l lα = −α  are test 
signal amplitudes. Each of the series of signals (6) is aimed at 
identifying symmetric Volterra kernels lK , llK , 1, 2l = . At 
the same time, amplitudes of 

01,1 1,2 25% wDα = −α =  are 

chosen for test actions ( )wD∆ τ , and 
02,1 2,2 10% sDα = −α =  

are used for actions ( )sD∆ τ . 
Difference analogs of symmetric Volterra kernels are 

obtained on a uniform grid i ihτ = , j jhω = , 1,i n= , 1, ,j i=  

T nh= . The time range is determined based on the results of 
evaluative testing of dynamic systems and was 120T =  s. 
Figures 2, 3 illustrate responses ( , )p∆ τ ω  to inputs ( )wD∆ τ  
of type (6) for 8h =  s, used to identify 11K . The graphs in the 

figures are numbered according to the durations jω , 1,15j =
. 

 
Fig. 2. Responses ( , )p∆ τ ω  to inputs ( )wD∆ τ  at 

01,1 25% wDα = . 

  
Fig. 3. Responses ( , )p∆ τ ω  to inputs ( )wD∆ τ  at 

01,2 25% wDα = − . 

 
Additional series of tests are carried out to identify 

nonsymmetric kernels from (5): 
( )1 1,1

2 2,1

( ) ( ) ( ) ,

( ) ( ),

x e e

x e
ω

 τ = α τ − τ −ω


τ = α τ  

( )
1 2,1

2 1,1

( ) ( ),

( ) ( ) ( ) ,

x e

x e e
ω

τ = α τ


τ = α τ − τ −ω  
A detailed description of these tests is given in [12]. Note that 
the procedure for processing output signals using cubic 
splines [18] proved itself well in the case of noisy input data. 
 

C. Results 

In addition to the identification stage, the scheme includes a 
stage for comparing the quality of models, noted in Fig. 1 with 
a dotted line. This stage is implemented on signals from the 
feasible set of input actions that do not participate in the 
identification procedure. Testing the effectiveness of integral 
models shows the modeling accuracy sufficient for practical 
use. In particular, on a series of test signals for ( ) 0sD∆ τ ≡  and  

( )
0

(1) ( ) 25% ( ) 2 ( 32) ( 120)w wD D e e e∆ τ = τ − τ − + τ − , 

( )
0

(2) ( ) 30% ( ) 2 ( 64) ( 120)w wD D e e e∆ τ = τ − τ − + τ − , 
we obtain  

(1) (2)
0 0( ) 1.756 (0.040% ), ( ) 8.056 (0.185% )I Ip pε τ = ε τ = , 

0 0

(1) (2)
1 1( ) 0.002 (0.012% ), ( ) 0.041 (0.272% )II IIt tε τ = ε τ = , 

0 0

(1) (2)
2 2( ) 0.004 (0.067% ), ( ) 0.070 (0.118% )III IIIt tε τ = ε τ = . 

Note that the algorithms in software modules for identifying 
Volterra kernels are universal and were tested when 
simulating the nonlinear dynamics of various heat and electric 
power objects [19]. 
 

IV. FUTURE WORK 
The implementation of the stage of restoring the input actions 
in (5), providing the desired response of the dynamical 
system, relies heavily on upper exact estimates for the right 
boundary T  of the existence domain of a (unique) continuous 
real solution to the Volterra polynomial equations of the first 
kind [9]. We plan to develop a series of special test integral 
equations of the first kind, in which the Volterra kernels 
satisfy the specified conditions, to evaluate the possibilities of 
numerical methods for solving them. For this, a constructive 
algorithm has been developed for constructing 
multidimensional functions majorizing the impulse-transient 
functions of a dynamic object [20]. Figures 4, 5 show the 
qualitative behavior of the Volterra kernels from (5) marked 
in red and the corresponding majorants marked in blue.  

We plan to use the developed procedure for the 
approximation of Volterra kernels to carry out a multivariate 
analysis of the domains of determining the control input 
signals. 
 

 
Fig. 4. Kernel ( )iK τ  and its majorant. 
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Fig. 4. Kernel 1 2( , )iiK s s  at 1 2s s≥  and its majorizing surface. 

 

V. CONCLUSION 
The paper presents a methodology based on the method of the 
Volterra series for constructing information models for the 
power systems' functioning. The author's algorithms related to 
the simulation of the automatic control system of technical 
objects are used to describe the nonlinear dynamics of 
equipment at the local section of the Nazarovo power plant. 
The constructive schemes of the implemented algorithms are 
based on numerical methods for solving nonclassical Volterra 
integral equations of the first kind. The results of the 
computational experiment confirm the effectiveness of the 
proposed approach. 
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