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Abstract—This paper is devoted to determining the degree of
compliance of a given string with a pattern represented as a
context-free grammar, the terminal symbols of which are fuzzy
properties of the characters of the base alphabet. Parsing is
performed by converting the fuzzy context-free pattern into a
fuzzy context-free grammar over the base alphabet, after which
the fuzzy version of the Cocke-Younger-Kasami (CYK) algorithm
is applied to determine the measure by which the given string can
be parsed according to the given pattern. The proposed approach
makes it possible to classify strings in the basic alphabet based
on a fuzzy context-free pattern.

This work may find application in bioinformatics to classify
DNA sequences using fuzzy prototypes described in one way or
another. Another application concerns the parsing of natural
languages, where fuzzy methods have been used for a long time
and give good results.

Keywords— Fuzzy context-free grammar, Fuzzy context-free
pattern, Fuzzy parsing.

I. INTRODUCTION

The fuzzy context-free grammar, being a direct extension of
the ordinary context-free grammar, was introduced to model
ambiguity in entities under consideration [1]. In such a gram-
mar, the production rules have a measure of their applicability,
which makes the language generated by the grammar fuzzy.
Fuzzy grammar should not be confused with probabilistic
grammar. It generates a fuzzy language, i.e., a language the
strings of which have different degrees of membership, while a
probabilistic grammar determines the most probable derivation
for a given string belonging to the language [2].

The fuzzy approach to domain analysis has proven itself
well in the field of machine learning and bioinformatics. In
[3] and in other publications, the concept of fuzzy context-
free grammar was used to parse sequences of natural language
sentences. In [4], it was proposed to use the concept of fuzzy
context-free grammar for the analysis of DNA sequences. It is
pointed out that although the DNA of two different individuals
of the same species may differ due to mutations occurring over
time, the basic similarities remain. In view of the above, the
concept of a fuzzy prototype of DNA sequences was developed
and its representation was proposed using a fuzzy context-free
grammar. As a result, the problem of determining the measure
of compliance of a DNA sequence with a prototype turns into
the problem of determining the matching degree of a string
to a fuzzy context-free language. The latter is then solved by
applying a fuzzy version of the CYK algorithm [5], [6].

This paper is in line with the works on fuzzy parsing of
a crisp string. In contrast to the traditional approach, where
a fuzzy context-free language is defined by a grammar with
fuzzy production rules and crisp terminals, we propose to
use a crisp context-free grammar over an auxiliary alphabet,
the characters of which are interpreted as fuzzy sets over
the base alphabet. This approach comes from the research
of the authors in the field of fuzzy string matching using
a linear fuzzy pattern the symbols of which are replaced
by separate characters [7] or sequences of characters [8] of
the input string. In [9], the concept of matching a string
with a fuzzy linear pattern has been generalized to the case
of a pattern represented by a finite automaton with fuzzy
properties of alphabetic characters on transitions. The problem
of determining the matching degree of a crisp string to the
language of such an automaton was solved in [10].

In this paper, the fuzzy pattern is further generalized to
context-free grammar with fuzzy properties of alphabetic
characters as terminals. The matching problem for such a
pattern is solved by converting the latter into a fuzzy context-
free grammar in the Chomsky normal form, after which an
adapted fuzzy version of the CYK algorithm is applied.

The paper is organized as follows. Section 2 introduces the
concept of a fuzzy context-free pattern and formulates the
fuzzy parsing problem. Section 3 presents a solution to the
fuzzy parsing problem by transforming a given fuzzy pattern
into a fuzzy context-free grammar in the Chomsky normal
form and applying to it an adapted fuzzy version of the CYK
algorithm. Finally, the conclusion summarizes the obtained
results.

II. PRELIMINARIES

A. Context-free grammar and Chomsky normal form

Given a finite alphabet Σ, we define a context-free grammar
(in short, CF grammar) as a 4-tuple G = (N,Σ, P, S), where

• N is a finite non-empty set of non-terminals,
• Σ is a finite set of terminals, N ∩ Σ = ∅,
• P ⊆ N × (N ∪ Σ)∗ is a finite set of production rules.

If (A,α) ∈ P , we say A produces α and write A → α,
• S ∈ N is a start symbol.
A CF grammar G defines a binary relation “⇒” over the

set (N ∪ Σ)∗, called direct inference and defined as follows:

α ⇒ β , iff α = α1Aα2, β = β1γβ2, A → γ ∈ P.
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The reflexive and transitive closure of the direct inference
relation is called an inference relation and is denoted by “⇒∗”.
The language of the CFG G is defined as

L(G) = {x ∈ Σ∗ | S ⇒∗ x}.

CF grammars G1 and G2 are called equivalent if

L(G1) = L(G2).

CF grammar G is represented in the Chomsky Normal Form
(CNF), if each production rule is in one of the following forms:

A → BC or A → a,

where A, B, C are non-terminals and a is a terminal. It
is found that for every context-free grammar that does not
produce an empty string, there exists an equivalent context-
free grammar in the Chomsky normal form.

B. Fuzzy sets

Suppose that (M,≤, 0, 1,⊗) is a finite linearly ordered set
of measures with the smallest element 0, the largest element
1, and the monotonic accumulation operation ⊗ such that M
is a commutative monoid with a zero element 0 and a unit
element 1. That is, for all a, b, c ∈ M

a⊗ 0 = 0, a⊗ 1 = a, a ≤ b ⇒ a⊗ c ≤ b⊗ c.

According to the fuzzy set theory, the fuzzy subset X of
the universal set U is defined by the membership function
µx : U → M that associates with each element u from U the
value µx(u) ∈ M , representing the degree of belonging of u
to X . A fuzzy subset X from U can be represented in the
additive form

X =
∑
u∈U

u/µX(u).

We say that an element u certainly belongs to X if µX(u) =
1, and it certainly does not belong to X if µX(u) = 0. On the
contrary, if 0 < µX(u) < 1, we say that u belongs to X with
the degree µX(u). Given a fuzzy subset X of U , we define a
supporting set for X as a subset of U with no elements that
certainly does not belong to X , i.e.,

supp(X) = {u ∈ U | µX(u) > 0}.

C. Fuzzy symbols and fuzzy linear patterns

Given an alphabet Σ of characters, we define a fuzzy symbol
α over Σ as a fuzzy subset of Σ, i. e., α : Σ → M . For the
character c ∈ Σ and the fuzzy symbol α, we say that c matches
α with degree α(c).

We define a linear fuzzy pattern over Σ to be any finite
length sequence of fuzzy symbols over Σ. For a linear fuzzy
pattern ω = ω1 . . . ωn and a crisp string x = a1 . . . an ∈ Σ∗

of the same lengths, the degree of matching x to ω is defined
as

µω(x) = µω1(a1)⊗ . . .⊗ µωn(an) ∈ M.

Example 2.1: Let M be the segment [0, 1] of ordered reals with
the accumulation operation defined as multiplication. Assume

that Σ = {1, 2, 3, 4, 5} and define the fuzzy symbols S (small),
M (middle) and L (large) as the following fuzzy subsets of
Σ:

S = 1/1 + 2/0.75 + 3/0.5 + 4/0.25 + 5/0,

M = 1/0 + 2/0.75 + 3/1 + 4/0.75 + 5/0,

L = 1/0 + 2/0.25 + 3/0.5 + 4/0.75 + 5/1.

Let x = 24513, ω1 = SMLSM , ω2 = MSLSL. Then

µω1
(x) = µS(2)⊗ µM (4)⊗ µL(5)⊗ µS(1)⊗ µM (3)

= 3/4 · 3/4 · 1 · 1 · 1 = 9/16.

µω2(x) = µM (2)⊗ µS(4)⊗ µL(5)⊗ µS(1)⊗ µL(3)

= 3/4 · 1/4 · 1 · 1 · 1/2 = 3/32.□

D. Fuzzy context-free pattern and the fuzzy parsing problem

We say that a CF grammar Π with a set Ξ of terminals is a
fuzzy context-free pattern (in short, fuzzy CF pattern) over the
base alphabet Σ if the elements of Ξ are interpreted as fuzzy
symbols over Σ. That is, a mapping fξ : Σ → M is defined
for all ξ ∈ Ξ.

A fuzzy context-free pattern Π over Σ as a crisp grammar
over Ξ defines a crisp CF language L(Π) ⊆ Ξ∗. On the other
hand, it defines a fuzzy language L′(Π) ⊆ Σ∗ such that for
all x ∈ Σ∗ the degree µL′[Π](x) of matching x to L′(Π) is
defined as

µL′(Π)(x) = max{µω(x) | for all ω ∈ L(Π)

such that |x| = |ω|}.

Given a fuzzy context-free pattern Π over Σ and a crisp
string x ∈ Σ∗, we define the Π-based fuzzy parsing problem
of x as the problem of determining the value µL′(Π)(x).
Example 2.2: Let Σ = {1, 2, 3, 4, 5}, Ξ = {ξS , ξM , ξL}, and
the elements of Ξ are interpreted on Σ as fuzzy symbols S,
M , and L from Example 2.1, respectively. Assume that the
fuzzy CF pattern Π is defined as the following CF grammar
in CNF:

A → AA | AB | ξS ,
B → BA | ξL.

Let x = 214 be the string to be parsed using the pattern Π.
Considering that in L(Π) there are the following strings (or,

linear fuzzy patterns) of length 3

ω1 = ξSξSξS , ω2 = ξSξSξL, ω3 = ξSξLξS , ω4 = ξSξLξL,

we get

µL′(Π)(x) = max{µω1(x), µω2(x), µω3(x), µω4(x)}
= max{3/4 · 1 · 1/4, 3/4 · 1 · 3/4, 0, 0} = 9/16.□

E. Fuzzy context-free grammar

To solve the Π-based fuzzy parsing problem of x, we use
the fuzzy context-free grammar as an intermediate structure,
which is defined as follows [6].

For a given set M of measures, the fuzzy CF grammar is
a CF grammar with the production rules of the form A

µ−→ α,
where A ∈ N , α ∈ (N ∪ Σ)∗, µ ∈ M and µ > 0.
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A fuzzy CF grammar produces a fuzzy binary relation on
the set (N ∪ Σ)∗ with the membership degree µ of the pair
(α, β) defined as

µ = max{ν | α = α1Aα2, β = β1γβ2, A
ν−→ γ ∈ P}.

This relation is called a fuzzy direct inference and is denoted
as α

µ
=⇒ β.

Any sequence

h = α0
µ1
==⇒ α1

µ2
==⇒ . . .

µk−1
===⇒ αk−1

µk
==⇒ αk

of fuzzy direct inferences such that k ≥ 0, α0 = α, αk = β,
is called a fuzzy h-inference of β from α and is denoted as
α

h
=⇒ β. The measure of the fuzzy h-inference is defined as

µ(h) = µ1 ⊗ . . .⊗ µk ∈ M.

A fuzzy CF grammar G over Σ defines a fuzzy language
L(G) ⊆ Σ∗ such that for all x ∈ Σ∗ the membership degree
µG(x) is defined as

µG(x) = max{µ(h) | for all h such that S h
=⇒ x}.

We say that the fuzzy CF grammar is represented in the
CNF if each production rule is in one of the following forms:

A
µ−→ BC or A

µ−→ a,

where A, B, C are non-terminals, a is a terminal, and µ ∈ M .
Example 2.3: Let M be defined as in Example 2.1. Assuming
that the set of non-terminals is {A,B}, the set of terminals
is {a, b} and the start symbol is A, consider the following
production rules:

A
0.3−−→ AA,A

0.5−−→ AB,A
1−→ a,

B
0.4−−→ BA,B

1−→ b.

Let x = aba. Consider the following two derivations of x
from A:

h1 = A
0.3
==⇒ AA

0.5
==⇒ ABA

1
=⇒ aBA

1
=⇒ abA

1
=⇒ aba,

h2 = A
0.5
==⇒ AB

0.4
==⇒ ABA

1
=⇒ aBA

1
=⇒ abA

1
=⇒ aba.

These two derivations have the following measures:
µ(h1) = 0.15, µ(h2) = 0.2 (due to commutativity of the
accumulation operation, any other derivation of x from A will
have one of these two measures). Thus, x is derived from A
with measure max{0.15, 0.2} = 0.2. □

III. PARSING WITH FUZZY CF PATTERN

A. Transformation of a fuzzy CF pattern into a fuzzy CF
grammar

Let Π = (N,Ξ, P, S) be a fuzzy CF pattern in CNF over
the basic alphabet Σ. Suppose that for each ξ ∈ Ξ, supp(fξ)
is a finite subset of M .

Consider a fuzzy CF grammar G(Π) = (N,Σ, P ′, S) with
a set of production rules defined in the following way:

• If A → BC ∈ P , then A
1−→ BC ∈ P ′,

• If A → ξ ∈ P , then A
fξ(a)−−−→ a ∈ P ′ for all

a ∈ supp(fξ),
• There are no other production rules in P ′.

(Note that the non-terminal production rules of P ′ are crisp.)
The obtained set of production rules can then be reduced by

skipping the measures of crisp productions and replacing the
set A

µ1−→ a, . . . , A
µk−−→ a of terminal productions differing in

measures, with the only terminal production A
max{µ1,...µk}−−−−−−−−−→

a with maximum measure.
Example 3.1: In accordance with this transformation, the fuzzy
CF pattern from Example 2.2 is transformed into the following
fuzzy CF grammar:

A → AA,A → AB,A → 1, A
0.75−−→ 2, A

0.5−−→ 3, A
0.25−−→ 4,

B → BA,B
0.25−−→ 2, B

0.5−−→ 3, B
0.75−−→ 4, B → 5.□

The following theorem shows that the fuzzy parsing prob-
lem can be solved using the fuzzy grammar G(Π).

Theorem: µL′(Π)(x) = µG(Π)(x) for all x ∈ Σ∗. □

B. Parsing using fuzzy CF grammar

In applied works (for example, [6]), the problem of parsing
based on the fuzzy CF grammar is solved using one or another
fuzzy version of the CYK algorithm. Taking into account the
characteristics of grammar G(Π), we can slightly modify the
fuzzy version of the CYK algorithm.

Suppose we are given a crisp string x = a1. . . an in the
alphabet Σ and a fuzzy CF grammar G in CNF over the
set of terminals Σ with crisp non-terminal production rules.
For 1 ≤ i ≤ j ≤ n, denote by Xij a fuzzy subset of non-
terminals of G that produce the substring ai . . . aj with a non-
zero measure of inference. Obviously, the value µG(x) is the
degree of membership of S in X1n if S belongs to X1n, and
0, otherwise.

Consider the following inductive way to calculate the sets
Xij for all 1 ≤ i ≤ j ≤ n.

Basis:

Xii = {A/µ | A µ−→ ai is a terminal production rule}.

Induction: If i < j and the subsets Xi′j′ with less than
(j − i) difference between the upper and lower indices are
already defined, then

Xij = {A/µ | µ = max{µ1 ⊗ µ2} for all µ1 and µ2

such that there is a production A → BC

and an integer k, i ≤ k < j, such that
B/µ1 ∈ Xik and C/µ2 ∈ Xk+1,j}.

Example 3.2: Consider the fuzzy CF grammar constructed in
Example 3.1:

A → AA,A → AB,A → 1, A
0.75−−→ 2, A

0.5−−→ 3, A
0.25−−→ 4,

B → BA,B
0.25−−→ 2, B

0.5−−→ 3, B
0.75−−→ 4, B → 5.

Parsing the string x = 24513 using the fuzzy version of the
CYK algorithm described above, can be done as follows.
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Subsets with index difference 0:

X11 = {A/3/4, B/1/4}, X22 = {A/1/4, B/3/4}, X33 = {B},
X44 = {A}, X55 = {A/1/2, B/1/2}.

Subsets with index difference 1:

X12 = {A/9/16, B/1/16}, X23 = {A/1/4}, X34 = {B},
X45 = {A/1/2}.

Subsets with index difference 2:

X13 = {A/9/16, B/1/16}, X24 = {A/1/4}, X35 = {B/1/2}.

Subsets with index difference 3:

X14 = {A/9/16, B/1/16}, X25 = {A/1/8}.

Subsets with index difference 4:

X15 = {A/9/32, B/1/32}.

Thus, µG(24513) = µX15(A) = 9/32. □

C. Solving the fuzzy parsing problem
Summarizing the above, we get the following algorithm for

parsing the string x using the fuzzy pattern Π in CNF.
1) Transform Π into a fuzzy CF grammar G(Π).
2) Use the fuzzified CYK algorithm to determine the mem-

bership degree µG(Π)(x).
Example 3.3: Let us consider a crisp string x = 24513 and a
fuzzy pattern Π with production rules

A → AA | AB | ξS ,
B → BA | ξL.

Suppose that the terminal symbols ξS and ξL are interpreted
as fuzzy sets S (small) and L (large) over the universal set
Σ = {1, 2, 3, 4, 5}, as it was done in Example 2.1. It follows
from Example 3.2 that parsing x = 24513 according to Π
gives a parsing degree µL′(Π)(24513) = 9/32. Note that this
degree is obtained based on the inference

A ⇒ AB ⇒ ABB ⇒ ABBA ⇒ ABBAA ⇒5

⇒5 ξSξLξLξSξS = ω,

and the fact that µω(x) = µS(2)⊗ µL(4)⊗ µL(5)⊗ µS(1)⊗
µS(3) = 3/4 · 3/4 · 1 · 1 · 1/2 = 9/32.

D. Analysis
The complexity of the proposed algorithm is the sum of the

complexities of the transformation step and the fuzzy parsing
using the modified CYK algorithm.

Let n be the length of the input string x, p be the number
of production rules of the pattern Π, q be the sum of the
sizes of the supporting sets of terminal symbols of Π when
they are interpreted as fuzzy subsets of Σ. Observe that the
transformation step has a complexity O(p+ q) and results in
a fuzzy CF grammar of size O(p + q). The fuzzy version of
the CYK algorithm (like its original version) runs in O(n3s)
time, where s is the size of the input grammar. Thus, the
proposed algorithm has complexity O(p+q)+O(n3(p+q)) =
O(n3(p+ q)).

IV. CONCLUSION

A special approach to fuzzy parsing based on the fuzzy
properties of alphabetic characters is proposed in this paper.
Unlike the traditional approach, where fuzzy parsing is defined
based on a fuzzy context-free grammar, we define fuzzy
parsing based on a fuzzy pattern, which is an ordinary context-
free grammar, the terminal symbols of which are interpreted as
fuzzy subsets of the underlying alphabet. The solution to the
considered problem is obtained by converting the fuzzy pattern
into a fuzzy context-free grammar followed by applying a
fuzzy version of the CYK algorithm to determine the parsing
degree of the input string.

The proposed approach can be applied in all areas where
fuzzy analysis methods are used. Possible examples include
artificial intelligence systems and DNA sequence analysis.
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