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Abstract—This work evaluates four database solutions in
terms of energy efficiency. This study measures energy efficiency
of Cassandra, MongoDB, Redis, and MySQL data storage
solutions on a selected set of physical and virtual nodes
by leveraging Intel RAPL (Running Average Power Limit)
technology. Extensive experimental results show that (i) Redis
and MongoDB are more efficient in energy consumption under
most usage scenarios, (ii) remote offloading saves energy if
the network latency is low and destination CPU significantly
more powerful, and (iii) computationally weaker CPUs may
sometimes demonstrate higher energy efficiency in terms of J/op.

Keywords— Energy Measurement, NoSQL Databases, SQL
Database, Cloud Computing, Edge Computing, Performance.

I. INTRODUCTION

Energy efficiency is becoming increasingly important with
the adoption of resource-constrained mobile and wearable
devices [1, 2]. Furthermore, the popularity of large-scale and
distributed data centres hosting thousands of servers raises
additional energy-related challenges [3, 4].

In this study, we focus on database-level workload of-
floading energy efficiency. We selected modern and popu-
lar databases including Cassandra1, MongoDB2, Redis3 and
MySQL4. We considered different situations in regard to
database server and client locations. We explore the impact
of both CPU power and distance between client and database
server nodes on the energy consumption. We further refer to
our laptop and server nodes as mid-range and high-end CPUs
respectively.

We focused on evaluating energy efficiency, taking into
consideration the CPU power and distance between client and
server through the following research questions (RQ).

• RQ1: Which database solution is more energy efficient
under typical local usage?

• RQ2: How is the database energy efficiency affected by
multiple threads?

• RQ3: In terms of energy efficiency, what is the role of
CPU computational power in typical database workloads?

• RQ4: How beneficial is database workload offloading in
terms of energy efficiency?

1Cassandra:https://cassandra.apache.org/
2MongoDB:https://www.mongodb.com/
3Redis: https://redis.io/
4MySQL: https://www.mysql.com/

• RQ5: How does the network latency affect offloading
energy efficiency?

To answer these questions, a set of experiments has been
conducted in various conditions and environments. The main
contributions of this study include insights on energy effi-
ciency of the selected database under different scenarios as
well as the goal-oriented database workload offloading energy
efficiency evaluation and comparison framework.

II. RELATED WORK

Energy measurement approaches can be categorized into
hardware-based monitoring and software-based estimation5.
While costing more, smart hardware monitoring systems en-
able data offloading to remote hosts for further analysis [7, 8].
A detailed taxonomy of energy measurement approaches for
battery-powered devices at various levels of granularity is
presented in [9].

Software-based energy estimation models are typically
based on various performance counters and I/O load observ-
able within the system [10–12]. Energy estimation models
have been shown to be less precise compared to hardware-
based measurement. The variance can achieve 73% to 300%
[13]. Various metrics useful for practical software energy
efficiency evaluation are discussed in [14, 15].

In contrast to NoSQL solutions energy efficiency evaluation
[16], our study also considers a traditional SQL database and
more offloading scenarios (close-proximity and long-distance).

III. EXPERIMENT SETUP

Two physical nodes and one virtual node hosted on Open-
Stack cloud were used throughout the experiments (I). Ubuntu
18.04.4 server edition was used on all hosts. The energy con-
sumption was only considered from end-user perspective and
measured on physical client nodes only. We conducted a set
of experiments to determine energy efficiency of MongoDB,
Cassandra, MySQL and Redis due to their wide adoption. This
selection allows to compare a variety of different types of data
management systems.

5Hybrid energy usage frameworks are an alternative solution to energy
usage monitoring [5]. Specific database-oriented energy usage measurement
using hybrid framework has been explored in [6].
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TABLE I
HARDWARE INFRASTRUCTURE

Host Name Type CPU RAM
Mid-range Phys. Intel Core i5-5200U 16GB
High-end Phys. Intel Core i9-9900KF 32GB
OpenStack Virt. Intel Xeon E5-2623v3 8GB

TABLE II
EXPERIMENTAL SCENARIOS

Scenario Source Destination Distance
1 High-end High-end 0
2 Mid-range Mid-range 0
3 Mid-range High-end Short (1.5ms)
4 High-end OpenStack Short (1.5ms)
5 Mid-range High-end Long (50ms)

We used Yahoo! Cloud Servicing Benchmark (YCSB) to
run core database workloads in the recommended order6. Intel
RAPL technology was used to measure CPU energy usage
throughout the experiments. Overall CPU micro-Joules mea-
surements provided by Linux kernel were used to determine
the amount of energy consumed by each workload. We ran six
scenarios as described in Table II.

IV. WORKLOAD ENERGY EFFICIENCY EVALUATION

This section focuses on database solution energy efficiency
under typical local usage (RQ1), and on how the database
energy efficiency is affected by multiple threads (RQ2). The
first experiment set was conducted on a single host with no
network communication and encryption overhead (scenarios
1-2).

A. High-end CPU

Workloads B, C and D are quite similar in terms of energy
efficiency. At around 10 threads, the energy consumption
stabilizes for all databases and does not improve any further.
Consistent to previously conducted performance benchmark-
ing [17], workload E proves to be most challenging for Redis
with the other databases not being affected as much. Moreover,
the energy efficiency of Redis does not improve much as
number of threads increases, with no apparent changes after
2 threads. This is in contrast to other workloads, where Redis
is twice as more energy-efficient. Workload E is the most
demanding in terms of absolute values of energy usage as
querying ranges of records requires more data to be transmitted
per operation. Larger transmissions naturally take longer to
complete, thus requiring more energy.

B. Mid-range CPU

Surprisingly, despite achieving lower throughput, the slower
CPU is more energy-efficient in terms of absolute values of
micro-Joules consumed per 1000 operations. This remains true
for all types of workloads. Somewhat lower energy usage
improvement factor for increasing number of threads can
be explained by the lower number of CPU cores available.

6https://github.com/brianfrankcooper/YCSB/wiki/Core-Workloads

Overall, the workload energy usage efficiency is consistent
across the different CPUs in local usage scenarios.

C. Workload type effects
Cassandra workload A uses 24% of energy used for work-

load E. Energy consumption difference can reach a factor of 35
for Redis across all databases and workloads. The difference
ranges from a factor of 3.16 for MongoDB to 5.07 for
Cassandra. Variance between workloads is not the same across
different CPUs and does not generally reduce when a more
powerful CPU is used. Workload energy consumption variance
is 3.16 for MongoDB on a mid-range CPU, whereas on a
high-end CPU this variance increases to 3.69. Disregarding
workload E, we see that with the exception of MySQL,
workload F is least energy efficient for all databases across
all configurations tested. Workload A is the second hardest
for local usage scenarios in terms of energy efficiency. For
offloading scenarios, however, pattern changes for MongoDB
and MySQL. Averaging the results across databases and
usage scenarios, workloads can be sorted in terms of energy
consumption as follows: E, F, A, D, B, C.

In summary, the answer to RQ1 is: Redis is more energy-
efficient for most workloads (except E), for which MongoDB
is the most efficient by a slight margin. The answer to RQ2
is: Increasing number of threads improves overall energy effi-
ciency on average by a factor of 2, with no visible differences
after number of threads reaches 10.

V. CPU-RELATED ENERGY EFFICIENCY EVALUATION

This section focuses on the CPU computational power from
energy efficiency perspective in typical database workloads
(RQ3). In our case, slower CPU achieved higher energy
efficiency. While the more powerful CPU completes the tasks
faster, the slower CPU consumes less energy per operation.

First, we see that most of the databases do not fully utilize
CPU maximum power. On a high-end CPU, only MongoDB
was able to achieve close to 100% power. Redis was also con-
suming a significant portion of maximum power. In contrast,
MySQL and Cassandra could only consume around 15-25%
and 30-60% on high-end and mid-range CPUs, respectively.
These sub-optimal results indicate that there is still space in
optimizing MySQL and Cassandra energy efficiencies.

Second, the key insight emerges from the comparison of
the absolute values of idle to fully loaded energy usage of the
CPUs tested. Mid-range CPU consumes 14.5W, while high-
end CPU consumes 119W at full load. Therefore, the high-end
CPU needs to perform 8.2 times more ops/sec to achieve the
same energy efficiency (J/ops) as the mid-range CPU. Under
real-world conditions, this factor is reduced to around a factor
of 4 for MySQL/Cassandra and a factor of 7 for Redis.

In summary, the answer to RQ3 depends on three key
factors: the maximum power that the given CPU can consume,
how much of that energy can the given database utilize and the
raw computational CPU power. The mid-range CPU proved
to be more energy-efficient one under all workloads for all
databases. However, choosing a more energy-efficient CPU
could be beneficial only if lower throughput is acceptable.
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(a) Workload A (b) Workload B (c) Workload E

Fig. 1. Energy consumption of all databases, where database servers run on a high-end CPU and YCSB client runs on a mid-range CPU (close proximity).

VI. NETWORK OFFLOADING ENERGY EFFICIENCY

This section discusses answers to how beneficial is database
workload offloading in terms of energy efficiency (RQ4),
and how does the network latency affect offloading energy
efficiency (RQ5). Firstly, a close-proximity offloading was
performed within University of Adelaide LAN. Then, a longer-
distance offloading was conducted over WAN.

A. Close-proximity offloading

In this set of experiments, the database servers resided on
the high-end CPU, while YCSB was running on the mid-range
CPU (Scenario 3). As shown in Figure 1, the relative database
energy efficiency is similar to local workloads. Redis struggles
in workload E, while using less energy for other workloads.

Offloading workloads to high-end CPU generally improves
energy efficiency. However, for the effect to become visible
and substantial for MongoDB, the number of threads must be
increased. Offloading did not gain any significant improvement
for Redis in terms of energy efficiency. Even at 20 threads,
the energy consumption difference remains negligible. For
Cassandra, MongoDB and MySQL, the energy efficiency
improvement factor reaches 1.5, 1.9 and 2.7 respectively.
Note that such significant energy usage improvement can
only be achieved with multi-threaded loads as single-threaded
workloads do not benefit as much from offloading.

Scenario 4 (high-end CPU to a somewhat slower Openstack
VM offloading) reveals a drastic change compared to the mid-
range to high-end offloading. Only MongoDB managed to
achieve a slight improvement, reaching a factor of 1.3 at 20
threads. MySQL suffered most, consuming around 4 times
more energy. Cassandra was impacted slightly by the offload-
ing with the energy consumption growing by around 10%.
Redis consumed more than 50% more energy. The situation
is worse for MongoDB and Cassandra when a low number
of threads is used. For up to 6-7 threads, close-proximity
offloading to a slower CPU worsens energy efficiency.

These results are explained by the extra time that the
client idles while waiting for server results. The associated
network traffic and bandwidth were measured and observed
to be significantly lower than the physical link capacity. Thus,
it is highly unlikely that network link limitations caused a
bottleneck.

B. Long-distance offloading

In this set of experiments, YCSB workload runs on the mid-
range CPU and the high-end CPU hosts databases (Scenario
5). Compared to close-proximity offloading, the packet latency
is significantly higher in this scenario (50ms vs. 1.5ms).

As shown in Figure 2, measuring energy efficiency for long-
distance workload offloading revealed that with an exception
of workload E, the difference between different databases
virtually disappears. Workload E is a known weak point for
Redis. Other databases demonstrate close results with devia-
tions rarely exceeding 10%. As the average operation latency
in local scenarios is typically around tens of microseconds,
clearly 50ms network latency dominates the database latency.

Figure 3 illustrates the absolute values of energy usage
for three scenarios: local processing on a mid-range CPU
as well as close-proximity (LAN) and long distance (WAN)
offloading from mid-range CPU to high-end CPU. We see
that long-distance offloading worsens energy efficiency even
if the remote CPU is significantly more powerful. Energy
usage increases by an order of magnitude, making such
offloading pointless. Results for MongoDB, MySQL and Redis
are omitted for brevity due to similar result patterns.

Based on the measurements conducted, the answers to
RQ4 and RQ5 can be formulated as follows. RQ4: workload
offloading can be beneficial (except Redis) only if the remote
CPU is significantly more powerful. RQ5: only low-latency
network environments can be benefitial as high network la-
tency starts dominating the database latencies.

VII. CONCLUSION AND FUTURE WORK

It was shown that newer CPUs, while being faster, may not
necessarily be more energy efficient in all workloads. We also
see that most of the tested databases were unable to utilize the
amount of energy consumed under stress testing. As energy
efficiency can be improved by a factor of 3 to 4, the area of
software optimisations is worth investigating.

Energy efficiency improvements were only achieved under
two conditions: (i) The remote CPU is significantly more com-
putationally powerful than the local CPU, and (ii) the network
latency is low. When either condition was not fulfilled, the
energy efficiency decreased dramatically. This is explained
by the high overhead of two-way data transmission and the
associated idle waits. Note that the performed measurements
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(a) Workload A (b) Workload B (c) Workload E

Fig. 2. Energy consumption of databases, where YCSB runs on mid-range CPU and database servers run on high-end CPU (long distance).

Fig. 3. A comparison of energy consumption of Cassandra (Workload A)
running on a mid-range CPU between local and offloaded processing (close-
proximity and long distance).

revealed that data transmission energy usage is negligible (1.2-
1.5%) compared to the idling energy waste.

The most significant limitation of this study is that only CPU
energy usage was considered. Taking into account RAM and
disk may affect our findings. Future research lines can focus
on a number of potentially useful extensions of this work.
Firstly, testing more CPUs architectures and measuring hard-
ware component energy usage separately. Secondly, tweaking
memory management related settings such as swap file size,
disk I/O caching and amount of RAM. Lastly, OS-specific
effects could also impact energy efficiency of databases.
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Mitschang, Harald Schöning, and Holger Schwarz, editors, Daten-
banksysteme für Business, Technologie und Web (BTW), 14. Fachtagung
des GI-Fachbereichs ”Datenbanken und Informationssysteme” (DBIS),
2.-4.3.2011, volume P-180 of LNI, pages 734–737. GI, 2011.

[9] Taher Ahmed Ghaleb. Software energy measurement at different levels
of granularity. pages 1–6. IEEE, 2019.

[10] Manuel Rodrı́guez-Martı́nez, Harold Valdivia, Jaime Seguel, and Melvin
Greer. Estimating power/energy consumption in database servers. In
Cihan H. Dagli, editor, Proceedings of the Complex Adaptive Systems
2011 Conference, Chicago, Illinois, USA, October 31-November 2, 2011,
volume 6 of Procedia Computer Science, pages 112–117. Elsevier, 2011.

[11] Richard E. Kavanagh and Karim Djemame. Rapid and accurate energy
models through calibration with IPMI and RAPL. Concurr. Comput.
Pract. Exp., 31(13), 2019.
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